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UNIT 1

Spin 0

1.1 Symmetry groups

1.1.1 Rotations
Let us first review rotations. Suppose ~x ∈ R3 is a vector with components xi (i =
1, 2, 3). We may also think of it as a single column matrix

x =




x1

x2

x3


 (1.1.1)

Its norm is

||x||2 = ~x · ~x = xixi = xTx = (x1)2 + (x2)2 + (x3)2 (1.1.2)

For a long time (before Einstein) people thought that all observers agreed on norms
of vectors (e.g., distance between two points). So, unlike coordinates, which were
man-made, norms were numbers that belonged to Nature. It was then important to
understand the transformations that preserved norms (isometries). A linear such trans-
formation can be represented by a 3× 3 matrix O, so

x→ Ox (1.1.3)

If the norm does not change,

xTx = xTOTOx ⇒ OTO = I (1.1.4)

i.e., O is an orthogonal matrix. The group of all these matrices is called O(3). Not all
of them represent rotations, e.g.,

O =



−1

1
1


 (1.1.5)
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represents a reflection (x1 → −x1). Notice that detO = −1. In general, since
detOT = detO, we have

OTO = I ⇒ (detO)2 = 1 ⇒ detO = ±1 (1.1.6)

Rotations have detO > 0 and form the subgroup SO(3) (S for special).
Example: Rotation around the z-axis:

O =




cos θ sin θ
− sin θ cos θ

1


 (1.1.7)

1.1.2 Lorentz transformations
Einstein realized that norms were also man-made (two different observers could dis-
agree on their value). To construct a number that truly belongs to Nature, we have to
include time and consider four-vectors living in space-time, instead. Set c = 1 (the
speed of light) and denote

xµ = (t, ~x) µ = 0, 1, 2, 3 (1.1.8)

The invariant norm (on whose value all observers agree) is

xµxµ = t2 − ~x2 (1.1.9)

It can be written in matrix form as

xµxµ = xT ηx , η =




1
−1

−1
−1


 (1.1.10)

We need to understand the linear transformations that preserve the norm of a four-
vector (Lorentz transformations). They are 4 × 4 matrices Λ (x → Λx). Since they
preserve norms, we have

xT ηx = xTΛT ηΛx ⇒ ΛT ηΛ = η (1.1.11)

They form a group called O(3, 1). Notice that, similar to O(3), detΛ = ±1. Ex-
amples of transformations with negative determinant are reflections in space and time-
inversions (for which Λ = −η). Restricting to detΛ > 0, we obtain the subgroup
SO(3, 1) which is the Lorentz group.
Example 1: Any rotation,

Λ =
(

1
O

)
(1.1.12)

Example 2: A boost in the x-direction,

Λ =




cosh ζ − sinh ζ
− sinh ζ cosh ζ

1
1


 (1.1.13)
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where ζ is the rapidity related to the speed v by

v = tanh ζ (1.1.14)

1.2 Canonical quantization

1.2.1 One particle
Consider a particle moving in one dimension whose trajectory is given by q(t). Classi-
cally, its motion can be deduced from a Lagrangian

L(q, q̇) , q̇ =
dq

dt
(1.2.1)

by extremizing the action

S =
∫
dt L (1.2.2)

δS = 0 implies the Euler-Lagrange equation

− d

dt

∂L

∂q̇
+
∂L

∂q
= 0 (1.2.3)

An often encountered case is one in which

L = T − V (q) , T = 1
2mq̇

2 (1.2.4)

where T (V ) is the kinetic (potential) energy (e.g., for a harmonic oscillator, V =
1
2mω

2q2). Then the Euler-Lagrange equation implies Newton’s Law,

mq̈ = −dV
dq

(1.2.5)

Instead of the Lagrangian (a function of position q and velocity q̇), we may use the
Hamiltonian,

H = pq̇ − L (1.2.6)

which is a function of the coordinate q and its conjugate momentum

p =
∂L

∂q̇
(1.2.7)

to define the system. In the case L = T − V , we have

H =
p2

2m
+ V (q) (1.2.8)

which is the total energy of the particle. The equations of motion are

q̇ =
∂H

∂p
, ṗ = −∂H

∂q
(1.2.9)
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In the special (important) case (1.2.8), we obtain

q̇ =
p

m
, ṗ = −dV

dq
(1.2.10)

For a general observable O(p, q), we obtain

Ȯ =
∂O
∂q

q̇ +
∂O
∂p

ṗ =
∂O
∂q

∂H

∂p
− ∂O
∂p

∂H

∂q
(1.2.11)

which may be written as
dO
dt

= {O,H} (1.2.12)

in terms of the Poisson brackets

{A,B} =
∂A
∂q

∂B
∂p

− ∂A
∂p

∂B
∂q

(1.2.13)

Notice that the general eq. (1.2.12) reduces to (1.2.9) for O = q, p.
To quantize the system, we promote q and p to operators and replace the Poisson brack-
ets by commutators as follows:

{A,B} → −i[A,B] (1.2.14)

where we set ~ = 1. In particular, we have

[q, p] = i (1.2.15)

and
dO
dt

= −i[O,H] (1.2.16)

which is the Heisenberg equation. Notice that, unlike in the Schrödinger picture, where
the wave-function is time-dependent, in the Heisenberg picture the operators them-
selves are time dependent, so to be precise, we ought to write the basic commutation
relation (1.2.15) as

[q(t), p(t)] = i (1.2.17)

Notice that it is an equal-time commutation relation.
The general Heisenberg equation (1.2.16) can be solved if the Hamiltonian is constant
in time. The solution is

O(t) = eiHtO(0)e−iHt (1.2.18)

given in terms of the evolution operator U(t) = eiHt.
1.2.2 N particles
The above discussion may be easily generalized to a system described by N coordi-
nates,

qa(t) , a = 1, . . . N (1.2.19)

The action is
S =

∫
dt L(qa, q̇a) (1.2.20)
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from which we derive the Euler-Lagrange equations

− d

dt

∂L

∂q̇a
+
∂L

∂qa
= 0 (1.2.21)

For example,

L = T − V (q1, . . . , qN ) , T =
N∑
a=1

1
2maq̇

2
a (1.2.22)

whose Euler-Lagrange equations are Newton’s Law for the N coordinates,

maq̈a = − ∂V
∂qa

(1.2.23)

The Hamiltonian is

H(qa, pa) =
N∑
a=1

paq̇a − L , pa =
∂L

∂q̇a
(1.2.24)

Poisson brackets are defined by

{A,B} =
N∑
a=1

(
∂A
∂qa

∂B
∂pa

− ∂A
∂pa

∂B
∂qa

)
(1.2.25)

Time evolution is given by
dO
dt

= {O,H} (1.2.26)

in general, and in particular

q̇a =
∂H

∂pa
, ṗa = −∂H

∂qa
(1.2.27)

The quantum system in the Heisenberg picture is based on the equal-time commutation
relations

[qa(t), pb(t)] = iδab (1.2.28)

with all other equal-time commutators between coordinates and momenta vanishing.
1.2.3 The Klein-Gordon field
Turning a into a continuous index yields a field theory. Then the coordinate qa(t) turns
into a function φ(a, t) - a field. If a spans our three-dimensional world, it is a vector
~x ∈ R, and φ(~x, t) is a function of space-time. The Lagrangian will be a function of φ
as well as φ̇ = ∂tφ. If we want to build a relativistic theory, the Lagrangian must be
a function of the four-vector ∂µφ = (∂tφ, ~∇φ). If we want to build a local theory, the
Lagrangian must be given in terms of a local Lagrangian density,

L =
∫
d3xL(∂µφ, φ) (1.2.29)
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Then the action is
S =

∫
dtL =

∫
d4xL(∂µφ, φ) (1.2.30)

where d4x = dtd3x is the Lorentz-invariant measure in space-time. Extremizing the
action, we deduce the field equations

∂µ
∂L

∂(∂µφ)
− ∂L
∂φ

= 0 (1.2.31)

in a manifestly Lorentz-invariant form.
The simplest Lagrangian density is a generalization of the harmonic oscillator,

L = 1
2∂µφ∂

µφ− 1
2m

2φ2 (1.2.32)

where φ is real (a complex φ will be discussed later). It leads to the field equation

∂µ∂
µφ+m2φ = 0 (1.2.33)

which is the Klein-Gordon equation. It is a linear equation, so φ is a non-interacting
(free) field. Its solutions can be easily obtained by Fourier transforming,

φ = e−ik·x , k · x = kµx
µ = k0t− ~k · ~x , kµk

µ = k2
0 − ~k2 = m2 (1.2.34)

Identifying k0 with energy (E = ~ω = ~k0 and we have set ~ = 1), we immediately
realize that half of the solutions have negative energy, since

k0 = ±ωk , ωk =
√
~k2 +m2 (1.2.35)

Fixing this problem led to quantum field theory (as opposed to a simple relativistic
generalization of quantum mechanics by simply replacing the Schrödinger equation
with the Klein-Gordon equation). It was a triumph of the human mind and led to
surprising (and important) conclusions.
To arrive at a quantum system, we proceed as before and derive the Hamiltonian. This
is somewhat awkward in our relativistic system, because we will be singling out the
time coordinate. However, it is a convenient procedure. At the end, we ought to check
that we haven’t inadvertently spoiled Lorentz invariance.
The Hamiltonian is given in terms of a Hamiltonian density,

H(φ, π) =
∫
d3xH , H = π∂tφ− L , π =

∂L
∂(∂tφ)

(1.2.36)

For the Klein-Gordon field, we obtain

H = 1
2π

2 + 1
2 (~∇φ)2 + 1

2m
2φ2 (1.2.37)

a manifestly positive quantity and therefore worthy of being interpreted as energy den-
sity.
Quantization is based on the equal-time commutation relations

[φ(~x, t), π(~y, t)] = iδ3(~x− ~y) (1.2.38)
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with all other equal-time commutators vanishing. To analyze this system, we expand
the general field φ in terms of the complete set of solutions (1.2.34) of the Klein-
Gordon equation. Notice that the solutions (1.2.34) are labeled by ~k and come in pairs
e±ik·x, where k0 = ωk, of negative and positive energy waves, respectively. Thus, we
may write

φ(~x, t) =
∫

d3k

(2π)3
√

2ωk

(
eik·xa†(~k) + e−ik·xa(~k)

)
(1.2.39)

The factors in the measure are somewhat arbitrary and are there for convenience (you
may recall similar factors arising in the harmonic oscillator case). The coefficients a
and a† are complex conjugate of each other in the classical theory (hermitian conjugate
after quantization), since φ is real.
Differentiating with respect to time, we obtain the conjugate momentum in terms of a
and a†,

π = ∂tφ = i

∫
d3k

(2π)3

√
ωk
2

(
eik·xa†(~k)− e−ik·xa(~k)

)
(1.2.40)

The Hamiltonian is then found using the expression (1.2.37),

H = 1
2

∫
d3k

(2π)3
ωk

(
a†(~k)a(~k) + a(~k)a†(~k)

)
(1.2.41)

Notice that H is manifestly independent of time.
To obtain the commutation relations between a and a†, first we Fourier transform (1.2.39)
and (1.2.40),

∫
d3xe−i~p·~xφ(~x, t) =

1√
2ωp

(
eiωpta†(−~p) + e−iωpta(~p)

)
(1.2.42)

∫
d3xe−i~p·~xπ(~x, t) = i

√
ωp
2

(
eiωpta†(−~p)− e−iωpta(~p)

)
(1.2.43)

Solving for a and a†, we obtain

eiωpta†(~p) =
∫
d3xei~p·~x

(√
ωp
2
φ(~x, t)− i√

2ωp
π(~x, t)

)
(1.2.44)

e−iωpta(~p) =
∫
d3xe−i~p·~x

(√
ωp
2
φ(~x, t) +

i√
2ωp

π(~x, t)

)
(1.2.45)

Notice that (1.2.44) and (1.2.45) are complex (hermitian) conjugate of each other. Us-
ing them, together with the commutation relations (1.2.38), we obtain

[a(~p), a†(~p′)] = (2π)3δ3(~p− ~p′) (1.2.46)

and [a(~p), a(~p′)] = [a†(~p), a†(~p′)] = 0. Thus, a† and a act as independent (for different
momenta ~p) creation and annihilation operators, respectively. We are now ready to
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build the Hilbert space on which they act (Fock space). It will be similar to the Hilbert
space of a bunch of uncoupled harmonic oscillators.

1.3 The Fock space

1.3.1 The vacuum
The vacuum (ground state) is defined as the state annihilated by all annihilation opera-
tors,

a(~p)|0〉 = 0 (1.3.1)

Acting with the Hamiltonian (1.2.41) on the vacuum, we obtain

H|0〉 = E0|0〉 (1.3.2)

where

E0 = 1
2

∫
d3k

(2π)3
ωk[a(~k), a†(~k)] =

∫
d3k

(2π)3
1
2ωk (2π)3δ3(~0) (1.3.3)

Therefore, the vacuum is an eigenstate of the Hamiltonian, but unfortunately the cor-
responding eigenvalue is infinite! On the other hand, E0 represents the total energy of
the system which should correspond to the total energy of the (empty!) Universe. This
is not a quantity that is likely to affect our local world. A more relevant quantity would
be the energy density

ρ =
E0

V
(1.3.4)

where V is the (infinite) volume of our system. To compute it, start with
∫
d3xei

~k·~x = (2π)3δ3(~k) (1.3.5)

and set ~k = ~0. We deduce

V =
∫
d3x = (2π)3δ3(~0) (1.3.6)

It follows that

ρ =
∫

d3k

(2π)3
1
2ωk (1.3.7)

This is the cosmological constant. The expression for ρ has a nice interpretation as the
sum of zero-point energies of all oscillators (since the measure is the density of states
and 1

2ω is the ground-state energy of a harmonic oscillator). But alas! It is infinite.
In the absence of gravity, we may avoid this problem by shifting the Hamiltonian by its
vacuum expectation valueE0 = 〈0|H|0〉. This shift does not affect any measurements,
because only differencies in energy can be measured. It leads to the normal-ordered
Hamiltonian (all annihilation operators to the right of all creation operators)

: H : = H − E0 =
∫

d3k

(2π)3
ωka

†(~k)a(~k) (1.3.8)
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We shall adopt this form of the Hamiltonian and writeH instead of : H : for simplicity.
Then on the vacuum we have

H|0〉 = 0 (1.3.9)

If gravity is present, no type of energy can be easily subtracted away, because energy
gravitates. Recent astronomical observations suggest that the vacuum energy is non-
vanishing (positive). In fact, it makes up about 2/3 of our Universe! Its origin is still
a mystery. We shall discuss these issues again later. For the moment we proceed by
ignoring the effects of gravity which will allow us to understand all the other forces in
our Universe.
1.3.2 One-particle states
We obtain a new set of states by acting with a creation operator a†(~p) on the vacuum.
The resulting state is labeled by the momentum ~p,

|~p〉 = Cpa
†(~p)|0〉 (1.3.10)

where we included a normalization constant. To fix it, observe that

〈~k′|~k〉 = |Ck|2(2π)3δ3(~k − ~k′) (1.3.11)

Upon integration over all momenta ~k, we should get 1. We ought to be careful and
choose a measure which is Lorentz-invariant. To do this, recall that in R3, the way to
get a rotationally-invariant measure is by restricting to a sphere,

(x1)2 + (x2)2 + (x3)2 = R2 (1.3.12)

and defining the measure on it by

d2Σ =
∫
d3xδ

(√
(x1)2 + (x2)2 + (x3)2 −R

)
(1.3.13)

where we integrate over one variable (any choice is valid). If we choose to integrate
over x3, then we obtain the measure on the sphere

d2Σ = R
dx1dx2

x3
(1.3.14)

where x3 is given in terms of x1 and x2 through (1.3.12) (restrict to the upper-half
sphere, for definiteness). Switching to spherical polar coordinates,

x1 = R sin θ cosφ , x2 = R sin θ sinφ (1.3.15)

brings the measure (1.3.14) into the more familiar form

d2Σ = R2dφdθ sin θ (1.3.16)

Similarly, starting with the four-momentum kµ and the measure d4k, we restrict to the
hyperboloid

kµk
µ = k2

0 − ~k2 = m2 (1.3.17)
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whose measure may be defined as

d3Σk =
∫

d4k

(2π)4
(2π)δ(k2

0 − ~k2 −m2) (1.3.18)

By not including a square root, as in (1.3.13), we are only introducing an (irrelevant)
overall constant factor. Integrating over k0, we obtain

d3Σk =
d3k

(2π)32ωk
(1.3.19)

as the Lorentz-invariant measure in the space of momenta ~k. We may now fix the
normalization constant Cp in (1.3.10) by demanding

∫
d3Σk〈~k′|~k〉 = 1 (1.3.20)

Using (1.3.11) and (1.3.19), we deduce

Cp =
√

2ωp (1.3.21)

We have omitted a phase which changes with time (see eq. (1.3.27) below). For defi-
niteness, let us make the choice (1.3.21) at time t = 0. We shall evolve the state |~p〉 in
time shortly.
We may also write a completeness relation,

∫
d3Σk|~k〉〈~k| = I (1.3.22)

where I is the projection operator onto the subspace of one-particle states (in quantum
mechanics, it would be the identity).
Next, we ought to figure out the energy of the state |~p〉. Using

[H, a†(~p)] = ωpa
†(~p) (1.3.23)

we obtain the action of the (normal-ordered) Hamiltonian

H|~p〉 = ωp|~p〉 (1.3.24)

showing that |~p〉 is an eigenstate with (finite!) eigenvalue ωp. Thus, it represents a
particle of definite momentum ~p (not localized in space) and (positive!) energy ωp =√
~p2 +m2, as expected; a†(~p) creates a particle of momentum ~p from the vacuum.

A particle localized at position ~x at time t = 0 is described by the state

|~x〉 = φ(~x, 0)|0〉 (1.3.25)

Using the expansion (1.2.39), we obtain the inner-product

〈~x|~p〉 = ei~p·~x (1.3.26)
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which is the position space representation of a momentum eigenstate in quantum me-
chanics. Thus, φ(~x, 0) creates a particle at position ~x from the vacuum.
TIME EVOLUTION
Since |~p〉 is an eigenstate of the Hamiltonian, its time evolution is easily deduced,

eiHt|~p〉 = eiωpt|~p〉 (1.3.27)

Correspondingly, the creation operators evolve as

eiHta†(~p)e−iHt = eiωpta†(~p) (1.3.28)

which is a direct consequence of eq. (1.3.23). The evolution of a(~p) is found by taking
the hermitian conjugate of (1.3.28). Then using the expansion of φ (eq. (1.2.39)), we
deduce

eiHtφ(~x, 0)e−iHt = φ(~x, t) (1.3.29)

as expected.
SPACETIME TRANSLATIONS
Since the Hamiltonian represents energy, it ought to be the time component of a four-
vector Pµ representing total four-momentum. It is not hard to find an expression for
Pµ. Simply replace ωk = k0 in the expression (1.3.8) for the Hamiltonian with kµ and
define

Pµ = (H, ~P ) =
∫

d3k

(2π)3
kµ a

†(~k)a(~k) (1.3.30)

Thus defined, Pµ is a conserved quantity (no time dependence). It can also be defined
in terms of a local quantity (density). Explicitly,

Pµ =
∫
d3xPµ , Pµ = (H, ~P) , ~P = −π~∇φ (1.3.31)

Local conserved quantities are rare and should be treasured.
We may now straightforwardly generalize the effects of time evolution to general
spacetime translations. The states |~p〉 are eigenstates of Pµ,

Pµ|~p〉 = pµ|~p〉 , pµ = (ωp, ~p) (1.3.32)

Translation by a four-vector λµ gives

eiP ·λ|~p〉 = eip·λ|~p〉 (1.3.33)

Correspondingly, the creation operators are translated according to

eiP ·λa†(~p)e−iP ·λ = eip·λa†(~p) (1.3.34)

and similarly for the annihilation operators a(~p). Finally, the field φ transforms as

eiP ·λφ(x)e−iP ·λ = φ(x+ λ) (1.3.35)

as expected.
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LORENTZ TRANSFORMATIONS
Under a Lorentz transformation,

pµ → (Λp)µ , Λ ∈ SO(3, 1) (1.3.36)

The state |~p〉 transforms as

|~p〉 → | ~Λp〉 ≡ U(Λ)|~p〉 (1.3.37)

This defines the operator U implicitly. An explicit expression will be derived later. Let
us now show that U is a unitary operator. We shall show this within the subspace of
one-particle states in which I (eq. (1.3.22)) is the identity. We have

UU† = UIU† =
∫

d3k

(2π)32ωk
| ~Λk〉〈 ~Λk| (1.3.38)

Performing the inverse transformation kµ → (Λ−1k)µ, we have | ~Λk〉 → |~k〉 and the
measure is invariant, hence

UU† =
∫

d3k

(2π)32ωk
|~k〉〈~k| = I (1.3.39)

showing that U is unitary.
From the action of U on |~p〉 and the definition (1.3.10) we deduce the action of U on
the creation operators,

U(Λ)Cpa†(~p)U†(Λ) = CΛpa
†( ~Λp) (1.3.40)

where Cp is given by (1.3.21). The annihilation operators transform the same way
(easily seen by taking the hermitian conjugate of (1.3.40)). Using (1.3.40) and the
expansion (1.2.39), we deduce

U(Λ)φ(x)U†(Λ) = φ(Λx) (1.3.41)

which shows that φ is a scalar (0-spin) field under Lorentz transformations. This is a
non-trivial result!
1.3.3 Two-particle states
By acting with two creation operators on the vacuum, we obtain a two-particle state
labeled by the respective momenta of the two particles,

|~p1, ~p2〉 = Ca†(~p1)a†(~p2)|0〉 (1.3.42)

Notice that
|~p1, ~p2〉 = |~p2, ~p1〉 (1.3.43)

since a†(~p1) commutes with a†(~p2). Thus, these are identical particles obeying Bose-Einstein statistics
(another non-trivial result!).
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The normalization constant is determined as in the one-particle case from the inner
product

〈~p′1, ~p′2|~p1, ~p2〉 = (2π)6|C|2 (
δ3(p1 − p′1)δ

3(p2 − p′2) + δ3(p1 − p′2)δ
3(p2 − p′1)

)
(1.3.44)

If ~p1 6= ~p2, then we obtain
|C|2 = (2ωp1)(2ωp2) (1.3.45)

However, when ~p1 = ~p2, then the two terms contributing to the inner product are equal
to each other, which yields an additional factor of 2. Therefore, in this case

|C|2 = 1
2 (2ωp1)

2 (1.3.46)

1.3.4 Multi-particle states
Similarly, we obtain a multi-particle state of N identical particles with definite mo-
menta,

|~p1, . . . , ~pN 〉 = Ca†(~p1) · · · a†(~pN )|0〉 (1.3.47)

It is an eigenstate of the Hamiltonian,

H|~p1, . . . , ~pN 〉 = E|~p1, . . . , ~pN 〉 (1.3.48)

with (positive) energy
E = ωp1 + . . .+ ωpN (1.3.49)

as expected. All these states span the Fock space.

1.4 Causality and propagation

1.4.1 Causality and measurement
Information cannot propagate faster than the speed of light. Equivalently, two events
at xµ and yµ cannot influence each other if they are separated by a spacelike distance,

(x− y)2 < 0 (1.4.1)

Consequently, one should be able to make arbitrarily accurate measurements of ob-
servables O1(x) and O2(y), therefore,

[O1(x),O2(y)] = 0 , (x− y)2 < 0 (1.4.2)

In particular, this should be true for O1 = O2 = φ. Let us check it. Since the
commutator is a c-number (not an operator), we have

[φ(x), φ(y)] = 〈0|[φ(x), φ(y)]|0〉 (1.4.3)

Denote

D(x− y) = 〈0|φ(x)φ(y)|0〉 =
∫

d3k

(2π)32ωk
e−ik·(x−y) (1.4.4)
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Notice that D is a function of the distance (x− y)µ because of translational invariance
of the vacuum. This can be seen in general by inserting translation operators,

〈0|φ(x)φ(y)|0〉 = 〈0|eiP ·ye−iP ·yφ(x)eiP ·ye−iP ·yφ(y)eiP ·ye−iP ·y|0〉
= 〈0|φ(x− y)φ(0)|0〉 (1.4.5)

where we used (1.3.35) and e−iP ·y|0〉 = |0〉. D(x − y) is the amplitude for a particle
created at xµ to propagate to yµ. It is non-vanishing outside the light-cone ((x−y)2 <
0), but that’s ok because it has nothing to do with a measurement. To calculate it, go
to a frame in which x0 = y0 (coincident events) and use spherical polar coordinates
in (1.4.4). After some algebra (involving contour deformation in the complex |~k|-
plane), we obtain

D(x− y) =
m

4π2
√
−(x− y)2

K1(m
√
−(x− y)2) (1.4.6)

where K1 is a Bessel function. Notice that

D(x− y) = D(y − x) (1.4.7)

therefore, using (1.4.3) and (1.4.4),

[φ(x), φ(y)] = D(x− y)−D(y − x) = 0 (1.4.8)

(and also [∂µφ(x), φ(y)] = 0, etc), as required by causality (eq. (1.4.2)). This is a non-
trivial result: it is the consequence of interference between the amplitudes of propaga-
tion (x → y) and (y → x) (in general, one forward and the other backward in time;
the latter will be associated with the anti-particle later on). Both amplitudes must be
present with a relative phase of π (eiπ = −1).
Inside the light-cone ((x − y)2 > 0), go to a Lorentz frame in which ~x = ~y and set
x0 − y0 = t (observer flies from ~x to ~y in time t). Then eq. (1.4.4) gives

D(x− y) =
∫

d3k

(2π)32ωk
e−iωkt =

1
4π2

∫ ∞

m

dωk

√
ω2
k −m2 e−iωkt (1.4.9)

therefore,

[φ(x), φ(y)] = D(x−y)−D(y−x) = − i

2π2

∫ ∞

m

dωk

√
ω2
k −m2 sinωkt (1.4.10)

For large t, the major contribution comes from ωk ≈ m, so

[φ(x), φ(y)] ∼ sinmt , t =
√

(x− y)2 →∞ (1.4.11)

which is non-vanishing.
1.4.2 The Feynman propagator



1.4 Causality and propagation 15

To gain further insight, it is advantageous to turn the integral (1.4.4) into a four-
dimensional integral (instead of apparently fixing the energy ωk =

√
~k2 +m2 by

hand). To this end, consider the integral
∫
dk0

2π
i

k2 −m2
e−ik0t , k2 = kµk

µ = k2
0 − ~k2 (1.4.12)

along the real axis. We shall calculate this integral as a contour integral in the complex
k0-plane. For t > 0 (t < 0), we ought to close the contour in the lower-half (upper-
half) plane. The integrand has poles at k0 = ±ωk. We ought to get them off the real
axis by giving them a small imaginary part. Let ε > 0 be small (ε → 0 at the end). If
we replacem2 → m2−iε, the pole at k0 = ωk (−ωk) will move below (above) the real
axis. If we replace k0 → k0 + iε, both poles go below the real axis (at k0 = ±ωk− iε).
If, instead, k0 → k0 − iε, both poles go above the real axis. Therefore, we obtain for
t = x0 − y0 > 0 (similar expressions hold for t < 0),

D(x− y) =
∫

d4k

(2π)4
i

k2 −m2 + iε
e−ik·(x−y) (1.4.13)

and the commutator

[φ(x), φ(y)] = D(x−y)−D(y−x) =
∫

d4k

(2π)4
i

k2 −m2
e−ik·(x−y) , k2 = (k0+iε)2−~k2

(1.4.14)
The above two expressions look very similar, but one should keep in mind that they
represent different quantities: D is not a physical quantity; the commutator is. Notice
that only positive energy contributes toD (k0 = ωk) whereas both positive and negative
energies contribute to the commutator. Negative energy states do not exist in the Hilbert
space, but negative energy solutions to the wave equation have not disappeared. In fact,
they provide essential contributions to physical quantities.
An important physical quantity was proposed by Feynman. It is defined by

DF (x− y) =
{
D(x− y) , x0 − y0 > 0
D(y − x) , x0 − y0 < 0 (1.4.15)

and is called the Feynman propagator. Obviously, for x0−y0 > 0, it is given by (1.4.13).
For x0 − y0 < 0, it is also given by (1.4.13), as the substitution kµ → −kµ will easily
convince you. Therefore,

DF (x− y) =
∫

d4k

(2π)4
i

k2 −m2 + iε
e−ik·(x−y) (1.4.16)

always. For t = x0 − y0 > 0, only the positive energy pole contributes, because we
close the contour in the lower-half plane. For t < 0, only the negative energy pole
contributes. Thus, propagation backward in time is associated with negative energies
(anti-particles, as we shall see later).
That DF is a physical quantity follows from the fact that DF is a Green function.
Indeed,

(∂µ∂µ +m2)DF (x) = −i
∫

d4k

(2π)4
e−ik·x = −iδ4(x) (1.4.17)
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The Feynman propagator is also conveniently expressed in terms of the time-ordered product

T (φ(x)φ(y)) =
{
φ(x)φ(y) , x0 > y0

φ(y)φ(x) , x0 < y0 (1.4.18)

as
DF (x− y) = 〈0|T (φ(x)φ(y))|0〉 (1.4.19)

Even though it is a physical quantity, it does not arise classically (e.g., you never saw
it in electromagnetism; instead you saw advanced and retarded propagators) because it
is complex (not real).

1.5 Symmetries and conservation laws

1.5.1 Noether currents
Consider a Lagrangian density L(φ, ∂µφ) (no need to specify it further). Suppose that
this system possesses a symmetry: under the variation of φ,

φ→ φ+ εδφ (1.5.1)

where ε is small, the Lagrangian density changes by a total divergence,

L → L+ εδL , δL = ∂µFµ (1.5.2)

It follows that the action S =
∫
d4xL is invariant (δS only gets a boundary contribution

which should vanish in infinite spacetime).
On the other hand, an arbitrary variation of L may be written as

δL =
∂L
∂φ

δφ+
∂L

∂(∂µφ)
∂µδφ (1.5.3)

After using the field equation (1.2.31), we may write this as a total divergence,

δL = ∂µ

(
∂L

∂(∂µφ)
δφ

)
(1.5.4)

Comparing (1.5.2) and (1.5.4), we obtain the locally conserved current (Noether current)

∂µJ
µ = 0 , Jµ =

∂L
∂(∂µφ)

δφ−Fµ (1.5.5)

and the corresponding globally conserved charge

dQ

dt
= 0 , Q =

∫
d3xJ0 (1.5.6)

EXAMPLE 1: TIME TRANSLATION
Under time translation, x0 → x0 + ε, the change in φ may be found by Taylor expand-
ing,

φ→ φ+ εδφ+ . . . , δφ = ∂0φ (1.5.7)
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The Lagrangian density also depends on time x0 implicitly through φ and ∂µφ. Its
variation is similarly given by

δL = ∂0L (1.5.8)

This is a total divergence if we define

F0 = L , ~F = ~0 (1.5.9)

Then the Noether current (1.5.5) may be written as

Jµ =
∂L

∂(∂µφ)
∂0φ− δµ0L (1.5.10)

The conserved charge is

Q =
∫
d3xJ0 =

∫
d3x

(
∂L

∂(∂0φ)
∂0φ− L

)
=

∫
d3x (πφ̇− L) = H (1.5.11)

the Hamiltonian of the system. Thus, time translation invariance implies that H is
constant. This does not appear to be the case in our Universe, because it is expanding.
We shall discuss this issue later. In the experiments we perform in our small world, this
expansion is not an appreciable effect and may be ignored. We shall discuss this issue
further later on.
The Hamiltonian generates translations in time,

δφ = ∂0φ = i[H,φ] (1.5.12)

For finite (not small) ε, this exponentiates to (cf. eq. (1.3.29))

Uφ(t, ~x)U† = φ(t+ ε, ~x) , U = eiεH (1.5.13)

EXAMPLE 2: SPACETIME TRANSLATIONS
The above discussion may be generalized to an arbitrary spacetime translation

xµ → xµ + εµ (1.5.14)

Concentrating in the ν-direction, we have

δφ = ∂νφ , Fµν = δµνL (1.5.15)

leading to the Noether current

Tµν =
∂L

∂(∂µφ)
∂νφ− δµνL (1.5.16)

These are the components of the stress-energy tensor. The conserved charges are

Pν =
∫
d3xT 0

ν (1.5.17)
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(components of the total four-momentum). They generate translations,

δφ = ∂νφ = −i[Pν , φ] (1.5.18)

and for finite εµ, we have (cf. eq. (1.3.35))

Uφ(x)U† = φ(x+ ε) , U = eiPµε
µ

(1.5.19)

EXAMPLE 3: ROTATIONS
A rotation is specified by a vector ~ε pointing in the direction of the axis of rotation. Its
magnitude is the angle of rotation. If ε is small, under a rotation,

φ→ φ+ ~ε · (~x× ~∇)φ (1.5.20)

The corresponded charges form the angular momentum of the system,

~L =
∫
d3x ~x× ~P , Pi = T i0 = −π ∂L

∂(∂iφ)
(1.5.21)

where ~P is the momentum density (consequently ~x × ~P is the angular momentum
density) and we used (1.5.16).
The components of the angular momentum satisfy the commutation relations

[Li, Lj ] = iεijkLk (1.5.22)

which is the algebra of the rotation group.
The angular momentum generates rotations:

δφ = ~ε · (~x× ~∇)φ = i[~ε · ~L, φ] (1.5.23)

This exponentiates: for finite ε,

Uφ(~x, t)U† = φ( ~Ox, t) , U = ei~ε·~L (1.5.24)

where O is the corresponding 3× 3 rotation matrix.
EXAMPLE 4: LORENTZ TRANSFORMATIONS
In addition to rotations, the group of Lorentz transformations contains boosts. Under a
boost with (small) velocity ~v,

φ→ φ+ (t~v · ~∇− ~x · ~v∂t)φ (1.5.25)

The corresponding charges are the components of the vector

~M = ~Pt−
∫
d3x ~xH (1.5.26)

They generate boosts: for infinitesimal velocities,

δφ = (t~v · ~∇− ~x · ~v∂t)φ = i[~v · ~M, φ] (1.5.27)
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and for finite ~v, say ~v = vx̂ (boost in x-direction),

Uφ(x)U−1 = φ(Λx) , U = eiζMx (1.5.28)

where ζ is the rapidity (1.1.14) and Λ is the corresponding 4×4 Lorentz transformation
matrix (1.1.13).
~M , together with ~L form the 6 generators of Lorentz transformations satisfying the

algebra

[M i,M j ] = −iεijkLk , [Li,M j ] = iεijkMk , [Li, Lj ] = iεijkLk (1.5.29)

The last two relations show that ~M and ~L transform correctly as vectors in R3 under
rotations.
1.5.2 Discrete spacetime symmetries
A Lorentz group matrix Λ satisfies ΛT ηΛ = η (eq. (1.1.11)), where η is the matrix
given in (1.1.10). In terms of indices,

ηµνΛ
µ
λΛ

ν
ρ = ηλρ (1.5.30)

There are two important parameters that classify these matrices: detΛ and the compo-
nent Λ0

0. We have already seen that detΛ = ±1. To constrain Λ0
0, set ν = ρ = 0

in (1.5.30),
(Λ0

0)
2 − ~a2 = 1 , ai = Λi0 (1.5.31)

It follows that (Λ0
0)

2 = 1 + ~a2 ≥ 1 and so we have two choices:

Λ0
0 ≥ 1 , Λ0

0 ≤ −1 (1.5.32)

We obtain four disconnected components:
• detΛ = 1, Λ0

0 ≥ 1, which includes the identity

I =




1
1

1
1


 (1.5.33)

They form a subgroup of matrices that can be continuously reached from the
identity. To see that they form a subgroup, consider two matrices Λ and Λ′.
Their product has

det(ΛΛ′) = det Λdet Λ′ = 1 (1.5.34)

and (from matrix multiplication)

(ΛΛ′)00 = Λ0
0Λ

′0
0 + ~a ·~b , ai = Λi0 , bi = Λ′i0 (1.5.35)

The Schwarz inequality implies

(~a ·~b)2 ≤ ~a2~b2 = ((Λ0
0)

2 − 1)((Λ′00)
2 − 1) < (Λ0

0Λ
′0
0)

2 (1.5.36)

where we used (1.5.31). It follows that |~a ·~b| < Λ0
0Λ

′0
0 and so from (1.5.35) we

deduce
(ΛΛ′)00 > 0 (1.5.37)

This excludes the second possibility in (1.5.32), therefore, (ΛΛ′)00 ≥ 1.
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• detΛ = −1, Λ0
0 ≥ 1, which includes parity,

P =




1
−1

−1
−1


 (1.5.38)

• detΛ = −1, Λ0
0 ≤ −1, which includes time reversal,

T =




−1
1

1
1


 (1.5.39)

• detΛ = 1, Λ0
0 ≤ −1, which includes

PT =




−1
−1

−1
−1


 (1.5.40)

Parity
P implements ~x→ −~x, t→ t. Its action on an operator is through the unitary operator
UP ,

UPφ(~x, t)U†P = φ(−~x, t) (1.5.41)

satisfying U2
P = I (consequently, U†P = UP ). From the expansion of φ (1.2.39), we

deduce
UPa(~k)U

†
P = a(−~k) (1.5.42)

and same for a†(~k). It follows that UP commutes with the Hamiltonian (1.3.24). It
leaves the vacuum invariant (assuming the vacuum has no interesting structure)

UP |0〉 = |0〉 (1.5.43)

From (1.5.42) and (1.3.10), we deduce

UP |~p〉 = | − ~p〉 (1.5.44)

(degenerate states, since UP commutes with H).
Time reversal
Let UT implement time reversal (t→ −t, ~x→ ~x). We ought to have

[UT ,H] = 0 (1.5.45)

On the other hand
UT e

iHtU−1
T = e−iHt (1.5.46)
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These two requirements seem to be in conflict with each other. To remedy this, we
need to make UT anti-linear,

UTa|Ψ〉 = a∗UT |Ψ〉 (1.5.47)

and anti-unitary,
〈UTΨ1|UTΨ2〉 = 〈Ψ2|Ψ1〉 = 〈Ψ1|Ψ2〉∗ (1.5.48)

Then, even though UT commutes with H , it anti-commutes with iH . Heuristically, UT
anti-commutes with i.

1.5.3 Internal symmetry
Consider two scalar fields φ1, φ2 of the same mass. The Lagrangian density is

L = 1
2∂µφ1∂

µφ1 + 1
2∂µφ2∂

µφ2 − 1
2m

2(φ2
1 + φ2

2) (1.5.49)

In addition to the symmetries studied earlier (Lorentz invariance, etc), this system pos-
sesses an internal symmetry which is a rotation in the abstract two-dimensional space
of (φ1, φ2). Under the transformation

(
φ1

φ2

)
→ O

(
φ1

φ2

)
(1.5.50)

where O is a 2× 2 orthogonal matrix (O ∈ O(2)), the Lagrangian density is invariant
(δL = 0). To find the Noether current, consider an infinitesimal rotation,

O = I + ε

(
0 1
−1 0

)
(1.5.51)

We obtain

Jµ =
∂L

∂(∂µφ1)
δφ1 +

∂L
∂(∂µφ2)

δφ2 = φ2∂µφ1 − φ1∂µφ2 (1.5.52)

and the conserved charge

Q =
∫
d3x(φ2∂0φ1 − φ1∂0φ2) =

∫
d3x(φ2π1 − φ1π2) (1.5.53)

It follows that
[Q,H] = 0 (1.5.54)

so H and Q can be simultaneously diagonalized. To find the eigenstates of Q, define

ψ =
1√
2

(φ1 + iφ2) , ψ† =
1√
2

(φ1 − iφ2) (1.5.55)

The equal-time commutation relations for φ1 and φ2 may be written in terms of ψ as

[ψ(~x, t), ∂0ψ
†(~y, t)] = iδ3(~x− ~y) (1.5.56)
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Expanding in modes,

ψ =
∫

d3k

(2π)3
√

2ωk

(
e−ik·xb(~k) + eik·xc†(~k)

)
(1.5.57)

and its complex (hermitian) conjugate

ψ† =
∫

d3k

(2π)3
√

2ωk

(
e−ik·xc(~k) + eik·xb†(~k)

)
(1.5.58)

In terms of modes, the commutation rules read

[b(~k), b†(~k′)] = [c(~k), c†(~k′)] = δ3(~k − ~k′) (1.5.59)

and all other commutators vanish. The normal-ordered Hamiltonian is

H =
∫
d3kωk

(
b†(~k)b(~k) + c†(~k)c(~k)

)
(1.5.60)

and the conserved charge is

Q =
∫
d3k

(
b†(~k)b(~k)− c†(~k)c(~k)

)
(1.5.61)

Since [Q, b†(~k)] = b†(~k) and [Q, c†(~k)] = −c†(~k), states created with a b† have charge
Q = +1 whereas states created with a c† have Q = −1. This is a system described by
a single complex scalar field ψ with Lagrangian density

L = ∂µψ∂
µψ† −m2ψ†ψ (1.5.62)

which contains particles (Q = +1) as well as anti-particles (Q = −1). The two have
identical properties other than their charge.
1.5.4 Charge conjugation and the CPT theorem
The internal transformations include rotations

O =
(

cos θ sin θ
− sin θ cos θ

)
(1.5.63)

which are continuously connected to the identity and in terms of ψ read

ψ → eiθψ (1.5.64)

and also ‘big’ transformations, e.g., the reflection

O =
(

1
−1

)
(1.5.65)

which in terms of ψ reads
ψ → ψ† (1.5.66)
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The latter is a discrete symmetry (in addition to P and T ) called charge conjugation
(C). Let UC be the unitary operator implementing charge conjugation,

UCψU
†
C = ψ† (1.5.67)

Evidently, U2
C = I and U†C = UC (as with parity). Using the expansion of ψ and ψ†,

we deduce
UCb(~p)UC = c(~p) , UCc(~p)UC = b(~p) (1.5.68)

Therefore, UC interchanges patricles and anti-particles. UC commutes with the Hamil-
tonian and anti-commutes with the charge,

[UC ,H] = 0 , {UC , Q} = 0 (1.5.69)

In a general quantum field theory, P , T and C are not separately symmetries. How-
ever, the product CPT is always a symmetry. This can be proved under very broad
assumptions (the CPT theorem).

1.6 Symmetry breaking

1.6.1 Classical mechanics
Firstly, consider a ball of massm = 1 moving in a one-dimensional harmonic oscillator
potential

V (x) =
1
2
ω2x2 (1.6.1)

It oscillates back and forth rolling up and down in the potential well as determined by
its total (conserved) energy

E =
p2

2
+ V (x) (1.6.2)

Both the Hamiltonian and the trajectory are symmetric under reflection,

x→ −x (1.6.3)

The ground state has E = 0 (minimum energy) and a simple trajectory (x = 0) which
is also symmetric under (1.6.3). Now perturb this harmonic oscillator, choosing

V (x) =
1
2
ω2x2 +

1
4
λx4 , λ > 0 (1.6.4)

None of the above will change, although we can no longer easily compute the trajecto-
ries.
However, if ω2 < 0, we may write (1.6.4) as

V (x) =
1
4
λ(x2 − v2)2 + const. , v =

√
−ω2

λ
(1.6.5)

Evidently, this potential has two minima at x = ±v. The ground state (of minimum
energy) may correspond to two different trajectories: x = +v or x = −v. Neither
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one is invariant under (1.6.3). Instead, (1.6.3) maps one trajectory onto the other. For
energies slightly above the minimum, we obtain trajectories around either x = +v or
x = −v. Thus the symmetry is broken. It should be noted that the underlying physical
laws are still invariant under (1.6.3), however this symmetry is not at all evident to the
ball rolling up and down the hill, unless it has sufficiently high energy to go past the
middle point x = 0.
A low-energy ball rolling around x = +v is oblivious to the existence of the other
minimum of the potential (at x = −v) and will naturally describe its motion in terms
of the coordinate

x′ = x− v (1.6.6)

and write the potential (1.6.5) as

V (x′) = λv2x′2 + λvx′3 +
1
4
λx′4 (1.6.7)

ignoring the irrelevant constant. The frequency of small oscillations is Ω =
√

2λv2 and
the potential has no apparent symmetry. An astute ball will realize that the potential is
symmetric under

x′ → −x′ , v → −v (1.6.8)

but there is really no motivation for the ball to study this symmetry because v is a (God
given) parameter of its world.
Let us now place the ball at x = 0. This is a point of unstable equilibrium. Let it
correspond to energy E = 0 (as with the potential (1.6.7)). For E ≥ 0, the trajectories
are symmetric under (1.6.3). Now perturb the system by applying a small constant
force changing the potential to

V (x) → V (x) + hx , h > 0 (1.6.9)

We shall observe the response of the system and then let h → 0. This is similar to
a ferromagnet: if we switch on a uniform magnetic field field H , we break rotational
symmetry and the material gets magnetized. When we turn H off, the magnetization
does not go to zero; the symmetry has been (spontaneously) broken.
Back to our ball: since V ′(0) = h > 0, the ball sitting at x = 0 will roll down to the
left and perform oscillatory motion determined by its energy E = 0. As h → 0, the
original shape of V is restored together with its symmetry, but for the trajectory of the
ball, the average position

lim
h→0+

〈x〉h = −v 6= 0 (1.6.10)

and the symmetry is spontaneously broken.
1.6.2 Quantum mechanics
The above classical picture changes drastically if one includes quantum effects. We
may approximate the system by a harmonic oscillator around each minimum, however,
the states corresponding to the two minima are not independent due to the possibility of
quantum tunneling. There is a unique ground state which is symmetric under (1.6.3).
Therefore, there is no symmetry breaking because 〈x〉 = 0.
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This conclusion does not change even when we perturb the potential as in (1.6.9). The
effect of the perturbation is to shift the relative energies of the energy levels of the two
wells, but the states can still mix! In the limit h→ 0, we thus recover 〈x〉h → 0, unlike
in the classical system.
1.6.3 Quantum field theory
Consider a field φ described by the Lagrangian density

L =
1
2
∂µφ∂

µφ− V (φ) (1.6.11)

where the potential is as above. For small fluctuations around each minimum of the
potential, we have a Klein-Gordon field and we may build the Hilbert space acting
with creation operators on the ground state. We have two ground states, call them |±〉,
with

〈+|φ|+〉 = +v , 〈−|φ|−〉 = −v (1.6.12)

Each of the two systems is equivalent to an infinite number of harmonic oscillators. If
we perturb the system as in (1.6.9), then for each oscillator we obtain a small O(h)
difference in the energies of the two ground states. This vanishes as h → 0, however,
for the total energy of the ground state we need to include all oscillators. Sine we have
an infinite number of them, the energy difference of the two ground states is infinite no
matter how small h is. These states cannot mix and are orthogonal to each other,

〈+|−〉 = 0 (1.6.13)

The corresponding Hilbert spaces obtained from |±〉 by acting with local operators are
also orthogonal to each other by the same token. This does not change as h→ 0. Thus
in quantum field theory, we may have

lim
h→0

〈φ〉h 6= 0 (1.6.14)

unlike in quantum mechanics, because we have an infinite number of degrees of free-
dom.
The above is true only in infinite volume. For a finite volume V , we have a finite
number of oscillators and the quantum mechanical result holds,

lim
h→0

〈φ〉h,V = 0 (1.6.15)

Taking the infinite volume limit,

lim
V→∞

lim
h→0

〈φ〉h,V = 0 (1.6.16)

we do not recover quantum field theory. For the latter, we ought to take the infinite
volume limit before we remove the perturbation. Then

lim
h→0

lim
V→∞

〈φ〉h,V 6= 0 (1.6.17)

The two limits are not interchangeable.
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1.6.4 Goldstone bosons
Let us now consider a system with a continuous symmetry. The Lagrangian density for
the complex field φ,

L = ∂µφ
∗∂µφ− λ

(
φ∗φ− v2

2

)2

(1.6.18)

has a global U(1) symmetry,
φ→ eiθφ (1.6.19)

The potential is obtained from the one considered earlier by revoultion and looks like
a Mexican hat. The minima are on the circle

|φ| = v√
2

(1.6.20)

so the classical ground states are

φ =
v√
2
eiσ , σ ∈ [0, 2π) (1.6.21)

None of these states is invariant under U(1), instead the transformation (1.6.19) takes
us from one ground state to another. Therefore, as before, the symmetry is sponta-
neously broken.
To study the system around one of these ground states, change variables to

φ =
1√
2
ρeiσ (1.6.22)

so that on the ground state
〈ρ〉 = v (1.6.23)

and σ can take any value. The Lagrangian density may be written as

L =
1
2
∂µρ∂

µρ− λ

4
(ρ2 − v2)2 +

1
2
ρ2∂µσ∂

µσ (1.6.24)

The U(1) transformation translates to σ → σ+θ, therefore the U(1) symmetry implies
that only derivatives of the field σ should appear. It follows that it is not important
which ground state we choose - they all lead to the same physics (L).
To see the particle content of this system, shift

ρ = v + ρ′ (1.6.25)

Then

L =
1
2
∂µρ

′∂µρ′ − λv2ρ′2 +
1
2
∂µσ̃∂

µσ̃ + interactions (1.6.26)

where we also introduced the canonically normalized field

σ̃ = vσ (1.6.27)
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Thus, ρ′ corresponds to a massive scalar particle of mass

m =
√

2λv2 (1.6.28)

and σ̃ is massless (Goldstone boson).
Notice also that by varying σ (or σ̃), we move along a flat direction of the potential.
Since the potential does not change, σ generates the (spontaneously broken) U(1) sym-
metry.
The above conclusions may be generalized to the Nambu-Goldstone theorem:
For each spontaneously broken symmetry one obtains a massless excitation (Goldstone
boson). Moreover, these Goldstone bosons have derivative couplings.
PROOF: As we know, if the Lagrangian possesses a symmetry, there is a Noether
current Jµ which is conserved,

∂µJ
µ = 0 (1.6.29)

and the corresponding (conserved) charge generates the transformation,

δφ = i[Q , φ] , Q =
∫
d3xJ0(t, ~x) (1.6.30)

In the definition of Q, t is arbitrary because Q is conserved.
If the symmetry is spontaneously broken, then Q does not annihilate the vacuum,

Q|0〉 6= 0 (1.6.31)

The vacuum is not invariant under this symmetry, instead the transformation relates
different vacua. Since

〈0|δφ|0〉 = i〈0 [Q , φ]|0〉 (1.6.32)

the symmetry is spontaneously broken only if

〈0|δφ|0〉 6= 0 (1.6.33)

Now consider the Green function

Gµ(x) = 〈0|T (Jµ(x)φ(0))|0〉 = 〈0|θ(x0)Jµ(x)φ(0) + θ(−x0)φ(0)Jµ(x)|0〉
(1.6.34)

Due to (1.6.29), its divergence is

∂µG
µ(x) = δ(x0)〈0|[J0(0, ~x) , φ(0)]|0〉 (1.6.35)

The right-hand side involves an equal-time commutator which must vanish unless ~x =
~0 due to causality. It follows that

∂µG
µ(x) = Cδ4(x) (1.6.36)

To find C, we may integrate over spacetime,

C =
∫
d3x〈0|[J0(0, ~x) , φ(0)]|0〉 = 〈0|[Q , φ(0)]|0〉 = −i〈0|δφ|0〉 6= 0 (1.6.37)
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Taking fourier transforms, we have

pµG̃
µ(p) = −iC 6= 0 (1.6.38)

By Lorentz invariance, we have

G̃µ(p) = pµF(p2) (1.6.39)

therefore
p2F(p2) = −iC 6= 0 (1.6.40)

It follows that
G̃µ(p) = −iC p

µ

p2
(1.6.41)

showing that there exists a massless particle (due to the pole at p2 = 0) which couples
to both the current Jµ and the field φ. This completes the proof of the theorem.
The reverse is also true (the above proof also runs backwards):
If there exists a massless particle coupling to both Jµ and φ, then the symmetry asso-
ciated with the current Jµ is spontaneously broken.
The above argument also shows that the Goldstone boson remains massless even when
quantum effects are included.

1.7 The Schrödinger equation
At low energies, we may use the non-relativistic approximation. Quantum physics is
then adequately described by the Schrödinger equation. If we are interested in many-
body systems, it is convenient to introduce a field theoretic formulation, sometimes
referred to as second quantization.
Consider charged spinless particles as in section 1. At low energies, only one kind
of particles will be produced, say those with positive charge created by the creation
operators b†(~k). Their anti-particles can be safely ignored. Moreover, if the system is
in a cube of (large) size L, the momenta will be discreet,

~k =
(

2nxπ
L

2nyπ
L

2nzπ
L

)
, nx, ny, nz ∈ Z (1.7.1)

The commutation relations turn into

[b(~k) , b†(~k′)] = δ~k~k′ (1.7.2)

Instead of (1.5.57) and (1.5.58), we shall define respectively

ψ(~x) =
1

L3/2

∑

~k

ei
~k·~xb(~k) , ψ†(~x) =

1
L3/2

∑

~k

e−i
~k·~xb†(~k) (1.7.3)

where we fixed time at t = 0 (to be considered separately from space) and normalized
the fields so that they would obey the commutation relations

[ψ(~x) , ψ†(~y)] = δ3(~x− ~y) (1.7.4)
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replacing (1.5.56).
Define the Hamiltonian by

H = − 1
2m

∫
d3x ψ†∇2ψ (1.7.5)

It can be expressed in terms of creation and annihilation operators as

H =
∑

~k

Ekb
†(~k)b(~k) (1.7.6)

where

Ek =
~k2

2m
(1.7.7)

is the non-relativistic energy.
A basis of states (eigenstates of the Hamiltonian) is obtained by acting with a string of
creation operators on the vacuum state |0〉 defined by

b(~k)|0〉 = 0 , ∀~k (1.7.8)

The state
|~k1, . . . ,~kN 〉 ≡ b†(~k1) · · · b†(~kN )|0〉 (1.7.9)

describesN particles with respective momenta~k1, . . . , ~kN and total energy (eigenvalue
of H) Ek1 + . . .+ EkN

.
Another useful operator to introduce is the number operator

N ≡
∫
d3xψ†(~x)ψ(~x) =

∑

~k

b†(~k)b(~k) (1.7.10)

which counts the total number of particles in the system. Indeed,

N|~k1, . . . ,~kN 〉 = N |~k1, . . . , ~kN 〉 (1.7.11)

Consider the general time-dependent N -particle state

|Ψ(t)〉 =
∑

~k1,...,~kN

A(~k1, . . . ,~kN ; t)|~k1, . . . , ~kN 〉 (1.7.12)

It is easy to see that it obeys the Schrödinger equation

i
d

dt
|Ψ(t)〉 = H|Ψ(t)〉 (1.7.13)

if and only if the N -particle wavefunction A(~k1, . . . , ~kN ; t) obeys the Schrödinger
equation in momentum space

i
∂

∂t
A = (Ek1 + . . .+ EkN

)A (1.7.14)
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We may also act with a string of ψ†s to form the states

|~x1, . . . , ~xN 〉 ≡ ψ†(~x1) · · ·ψ†(~xN )|0〉 (1.7.15)

representing particles at positions ~x1, . . . , ~xN . The general state (1.7.12) may also be
expressed in this basis as

|Ψ(t)〉 =
∫
d3x1 · · · d3xN Ã(~x1, . . . , ~xN ; t)|~x1, . . . , ~xN 〉 (1.7.16)

where Ã is the Fourier transform of A, obeying the Schrödinger equation in position
space,

i
∂

∂t
Ã = − 1

2m
(∇2

x1
+ · · ·+∇2

xN

)
Ã (1.7.17)

The above discussion may be generalized to include interactions. Suppose the particles
interact via a symmetric two-body potential V (~x, ~x′) (with V (~x, ~x′) = V (~x′, ~x)).
The Hamiltonian is modified to

H = − 1
2m

∫
d3x ψ†∇2ψ + V (1.7.18)

where the new term

V =
1
2

∫
d3xd3x′ψ†(~x)ψ†(~x′)V (~x, ~x′)ψ(~x′)ψ(~x) (1.7.19)

describes the interactions.
To see that this is the right form, let us act on the state (1.7.15). We obtain

V |~x1, . . . , ~xN 〉 =
1
2

∑

m,n 6=m
V (~xm, ~xn)|~x1, . . . , ~xN 〉 (1.7.20)

which is the right form of the potential energy.
Moreover, the general state (1.7.16) obeys the Schrödinger equation (1.7.13) with H
given by (1.7.18) if and only if the wavefunction Ã obeys the Schrödinger equation

i
∂

∂t
Ã = − 1

2m
(∇2

x1
+ · · ·+∇2

xN

)
Ã+

1
2

∑

m,n 6=m
V (~xm, ~xn)Ã (1.7.21)

1.8 Finite temperature

1.8.1 Statistical mechanics
To describe phenomena at a finite temperature, we need statistical mechanics. Suppose
that the system is at temperature T and held at chemical potential µ. Define

β =
1

kBT
(1.8.1)
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The grand partition function is

Z = Tre−β(H−µN ) =
∑

~k1,~k2,...

〈~k1,~k2, . . . |e−β(H−µN )|~k1,~k2, . . .〉 (1.8.2)

Ensemble averages of operators A are given by

〈A〉 =
1
ZTr

(
e−β(H−µN )A

)
(1.8.3)

This expression suggests that we treatH−µN as an effective (grand canonical) Hamil-
tonian and e−τ(H−µN ) as an evolution operator in imaginary time τ . Then, e.g.,

ψ(~x, τ) ≡ eτ(H−µN )ψ(~x)e−τ(H−µN ) , ψ†(~x, τ) ≡ eτ(H−µN )ψ†(~x)e−τ(H−µN )

(1.8.4)
Notice that these two fields are conjugate of each other only if τ is imaginary. They
obey the Heisenberg equation,

∂τA = [H − µN , A] (1.8.5)

We obtain

∂τψ(~x, τ) =
[

1
2m

∇2 + µ−
∫
d3x′ψ†(~x′, τ)ψ(~x′, τ)V (~x, ~x′)

]
ψ(~x, τ)

∂τψ
†(~x, τ) = −

[
1

2m
∇2 + µ−

∫
d3x′ψ†(~x′, τ)ψ(~x′, τ)V (~x, ~x′)

]
ψ†(~x, τ)

(1.8.6)

Define the propagator as the ensemble average

D(~x, τ ; ~x′, τ ′) ≡ −〈T [ψ(~x, τ)ψ†(~x′, τ ′)]〉 (1.8.7)

It possesses a remarkable property: it is periodic in the time variables with period β.
To see this, set τ = 0 and let 0 < τ ′ < β. Then

D(~x, 0; ~x′, τ ′) = − 1
ZTr

(
ψ†(~x′, τ ′)ψ(~x, 0)e−β(H−µN )

)

= − 1
ZTr

(
ψ†(~x′, τ ′)e−β(H−µN )ψ(~x, β)

)

= D(~x, β; ~x′, τ ′) (1.8.8)

The above argument applies to general τ and also τ ′ because in most cases of interest
the propagator is a function of the difference τ − τ ′. It has the Fourier representation

D(~x, τ ; ~x′, τ ′) =
1
β

∑
n

e−iωn(τ−τ ′)D(~x, ~x′;ωn) , ωn =
2πn
β

(1.8.9)

in terms of the Matsubara frequencies ωn. Inversely,

D(~x, ~x′;ωn) =
∫ β

0

dτeiωnτD(~x, τ ; ~x′, 0) (1.8.10)
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1.8.2 Bose-Einstein condensation
Let us ignore interactions (ideal gas). Then we are summing over common eigenstates
of H and N , therefore,

Z =
∞∑

N=0

∑

~k1,...,~kN

e−β(Ek1+...+EkN
−µN) =

∏

~k

∞∑

N=0

(
e−β(Ek−µ)

)N

=
∏

~k

(
1− e−β(Ek−µ)

)−1

(1.8.11)

We deduce the thermodynamic potential

Ω = −pV = E − TS − µN = − 1
β

lnZ =
1
β

∑

~k

ln
(
1− e−β(Ek−µ)

)
(1.8.12)

where V = L3 is the volume.
The mean number (ensemble average) of particles is

〈N〉 =
1
ZTr

(
e−β(H−µN )N

)
= −

(
∂Ω
∂µ

)

T,V

(1.8.13)

Using the explicit form of Ω, we obtain

〈N〉 =
∑

~k

1
eβ(Ek−µ) − 1

(1.8.14)

This may also be obtained from the definition (1.7.10). We have

〈N〉 = −
∫
d3xD(~x, τ ; ~x, τ − ε) (1.8.15)

where ε→ 0+.
From the equation satisfied by ψ,

∂τψ =
1

2m
∇2ψ + µψ (1.8.16)

we easily deduce the Fourier transform of the propagator,

D̃(~k, ωn) =
∫
d3xe−i

~k·~xD(~x,~0;ωn) = − 1
iωn − Ek + µ

(1.8.17)

It follows that

〈N〉 = − 1
β

∑

n,~k

eiωnεD̃(~k, ωn) =
1
β

∑

n,~k

eiωnε
1

iωn − Ek + µ
(1.8.18)

With the aid of a contour integral,
∮

C

dz

2πi
eεz

(eβz − 1)(z − Ek + µ)
(1.8.19)
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we can show that

lim
ε→0+

∑
n

eiωnε

iωn − Ek + µ
= − β

eβ(Ek−µ) − 1
(1.8.20)

showing that (1.8.18) agrees with the earlier result (1.8.14).
In the large volume limit (L→∞), we may approximate

∑

~k

≈ L3

∫
d3k

(2π)3
(1.8.21)

We deduce

pV = −Ω =
L3

4π2
(2m)3/2

2
3

∫ ∞

0

dEk
E

3/2
k

eβ(Ek−µ) − 1
(1.8.22)

Also using

E = TS − pV + µN , S = −
(
∂Ω
∂T

)

V,µ

, p = −
(
∂Ω
∂V

)

T,µ

(1.8.23)

we deduce
pV =

2
3
E (1.8.24)

which is the equation of state of an ideal Bose gas.
Moreover,

N

V
=

1
4π2

(2m)3/2
∫ ∞

0

dEk
E

1/2
k

eβ(Ek−µ) − 1
(1.8.25)

showing that µ ≤ Ek (otherwise we would obtain negative contributions to the mean
number for certain energy levels). Since the spectrum of energies extends down to zero,
we must have

µ ≤ 0 (1.8.26)

At high temperatures (β → 0),

µ ≈ 1
β

ln

(
N

V

(
2πβ
m

)3/2
)

(1.8.27)

which is the classical value of the chemical potential.
As we lower the temperature, we hit a critical temperature Tc at which µ = 0, given
through

N

V
=

1
4π2

(2m)3/2
∫ ∞

0

dEk
E

1/2
k

eβEk − 1
(1.8.28)

We have

N

V
=

1
4π2

(
2m
β

)3/2 ∫ ∞

0

dx
x1/2

eβx − 1
=

1
4π2

(
2m
β

)3/2

Γ(
3
2
)ζ(

3
2
) (1.8.29)
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We obtain

kBTc =
1
β

=
1

2m

(
4π2

Γ( 3
2 )ζ( 3

2 )
N

V

)2/3

=
3.31
m

(
N

V

)2/3

(1.8.30)

Below Tc, µ is negligible and the above results are still valid, except N represents the
total number N1 of particles with energies Ek > 0,

N1

V
=

1
4π2

(2mkBTc)
3/2 Γ(

3
2
)ζ(

3
2
) =

N

V

(
T

Tc

)3/2

(1.8.31)

The rest of the particles, N0, are all in the ground state,

N0

V
=
N −N1

V
=
N

V

[
1−

(
T

Tc

)3/2
]

(1.8.32)

The total energy is given by (1.8.22) and (1.8.24) with µ = 0,

E =
L3

4π2
(2m)3/2

2
3

∫ ∞

0

dEk
E

3/2
k

eβEk − 1
(1.8.33)

We obtain

E =
ζ( 5

2 )Γ(5
2 )

ζ( 3
2 )Γ(3

2 )
NKBT

(
T

Tc

)3/2

(1.8.34)

and the constant volume heat capacity below the critical temperature is

CV =
∂E

∂T
=

5
2
ζ( 5

2 )Γ(5
2 )

ζ( 3
2 )Γ(3

2 )
NKB

(
T

Tc

)3/2

= 1.925NkB

(
T

Tc

)3/2

(1.8.35)

Near the critical temperature we can calculate the chemical potential as an expansion,

µ(T ) = µ(Tc) + µ′(Tc)(T − Tc) +
1
2
µ′′(Tc)(T − Tc)2 + . . . (1.8.36)

We already know µ(Tc) = 0. Right above Tc, we obtain from (1.8.25)

µ′(Tc) = 0 , µ′′(Tc) = −9
2

(
ζ( 3

2 )Γ(3
2 )

π

)2
kB
Tc

(1.8.37)

showing that µ has a discontinuous second derivative at T = Tc. This discontinuity
gives rise to a discontinuity in the first derivative of the heat capacity. Indeed, the
energy near the critical temperature is (viewed as a function of µ)

E = E(µ = 0) +
∂E

∂µ

∣∣∣∣
µ=0

µ+ . . . (1.8.38)

where E(µ = 0) is the energy at T = Tc and

∂E

∂µ

∣∣∣∣
µ=0

= −3
2

(
∂Ω
∂µ

)

T,V

=
3
2
N (1.8.39)
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where we used the equation of state and pV = −Ω.
We deduce the discontinuity

∆
∂CV
∂T

= ∆
∂2E

∂T 2
=

3
2
Nµ′′(Tc) = −27

4

(
ζ(3

2 )Γ( 3
2 )

π

)2
NkB
Tc

= −3.66
NkB
Tc
(1.8.40)

showing that the gas undergoes a second-order phase transition at T = Tc (Bose-Einstein condensation).
To understand this phase transition better, recall the expansion of ψ in modes (1.7.3).
We have

N0 = 〈b†(~0)b(~0)〉 (1.8.41)

If the expectation value is calculated in the ground state |0〉, then N0 = 0, which is the
case for T > Tc. Below Tc, it appears that N0 6= 0. In fact N0 ∼ O(N) even though
[b(~0) , b†(~0)] = 1. This shows that the system has switched to a different ground state.
To see why, let us concentrate on the contribution of the zero modes,

H − µN = −µb†(~0)b(~0) +
g

2L3
(b†(~0)b(~0))2 + . . . (1.8.42)

where we used the Hamiltonian (1.7.18) including interactions (1.7.19) and defined

gL3 =
∫
d3xd3x′V (~x, ~x′) (1.8.43)

with g > 0 (repulsive interaction, e.g., a contact interaction V (~x, ~x′) = gδ3(~x− ~x′)).
Above the critical temperature (µ < 0), the minimum of (1.8.42) is attained for b†(~0)b(~0) =
0, showing that N0 = 〈b†(~0)b(~0)〉 = 0.
Below the critical temperature (µ > 0, no longer interpreted as a chemical potential),
the minimum of (1.8.42) is at

b†(~0)b(~0) =
µL3

g
(1.8.44)

leading to spontaneous symmetry breaking. The zero mode condenses,

N0 = 〈b†(~0)b(~0)〉 =
µL3

g
6= 0 (1.8.45)

breaking the U(1) symmetry of the system. This gives rise to a Goldstone mode (mass-
less excitation) which is intimately related to the phenomenon of superfluidity.
1.8.3 Superfluidity
Parametrize ψ in terms of real fields,

ψ =
√
ρeiσ (1.8.46)

The vacuum expectation value of ρ below the critical temperature is

v = 〈ρ〉 =
N0

L3
=
µ

g
(1.8.47)
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For definiteness, consider a contact potential V (~x, ~x′) = gδ3(~x − ~x′). Then the field
equations (1.8.6) become (Gross-Pitaevskii eq.)

∂τψ =
[

1
2m

∇2 + µ− gρ

]
ψ , ∂τψ

† = −
[

1
2m

∇2 + µ− gρ

]
ψ† (1.8.48)

or in terms of ρ and σ,

i∂τσ = µ− gρ− 1
2m

(~∇σ)2 , ∂τρ = i
ρ

m
∇2σ (1.8.49)

where we ignored gradients of ρ.
These two field equations yield

∂2
τσ +

gv

m
∇2σ = − g

m
ρ′∇2σ +

i

2m
∂τ (~∇σ)2 (1.8.50)

where ρ = v + ρ′. The right-hand side represents interactions. Ignoring them, the left-
hand side yields a Klein-Gordon equation (in Euclidean space) for σ with dispersion
relation ω = c|~k|, where c =

√
gv/m, showing that σ is indeed a massless (Goldstone)

mode.
Moreover, we obtain a steady-state solution (setting ∂τρ = 0),

~∇ · ~J = 0 , ~J =
i

2m

[
ψ~∇ψ† − ψ†~∇ψ

]
≈ v

m
~∇σ (1.8.51)

showing that a configuration with a uniform density ρ can support a divergenceless
supercurrent ~J . This would not be possible if σ were massive. A normal (dissipative)
current also exists corresponding to the massive fluctuations ρ′.
It should be emphasized that even though σ looks like a Klein-Gordon field, it is only
defined modulus 2π. This is gives rise to interesting excitations, vortices; as one moves
around the vortex center, φ changes by a multiple of 2π. (E.g., if 〈σ〉 = θ + f(r) in
polar coordinates (r, θ), σ will change by 2π if we move around the vortex at r = 0.
The function f(r) can be found by solving (1.8.48).)



UNIT 2

Spin 1/2

As we saw, the Klein-Gordon equation led to a quantum field theory of scalar (spin-0)
particles. What equation leads to a quantum field theory of spin-1/2 particles? The
answer was given by Dirac before the question about quantum field theory was asked;
Dirac had to resort to a “hole theory” to interpret his equation. Quantum field theory
has no need for a “hole theory” or any other weird interpretation.

2.1 Symmetry groups again

2.1.1 Rotations
To motivate Dirac’s suggestion, we start with a review of the familiar non-relativistic
spin-1/2 particle and the group of rotations. Under an infinitesimal rotation, a scalar
field φ changes by

φ→ φ+ ~θ · (~x× ~∇)φ (2.1.1)

Thus, the angular momentum
~L = −i~x× ~∇ (2.1.2)

generates rotations in the sense that

δφ = i[~θ · ~L, φ] (2.1.3)

This operation exponentiates for finite rotations,

φ→ UφU † , U = e−i
~θ·~L (2.1.4)

U is a unitary operator, since ~L is Hermitian (an observable). The components of ~L
obey the algebra

[Li, Lj ] = iεijkLk (2.1.5)

All objects are classified by their transformation properties under rotations (scalars,
vectors, etc). The simplest non-trivial object is a spinor. It transforms under the spinor
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(two-dimensional) representation of the algebra realized by the Pauli matrices

σ1 =
(

0 1
1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0
0 −1

)
(2.1.6)

Indeed, we have
[Si, Sj ] = iεijkSk , ~S = 1

2~σ (2.1.7)

Finite rotations are implemented with the 2× 2 unitary matrix

U = e−i
~θ·~σ/2 (2.1.8)

The next irreducible representation is the adjoint representation acting on vectors ~V . It
is realized by the 3× 3 matrices

(L̂i)jk = iεijk (2.1.9)

It can easily be checked that they satisfy the algebra (2.1.5). They rotate vectors: an
infinitesimal rotation acts as

δV i = −i(~θ · ~̂L)ijV
j = εijkθjVk (2.1.10)

which may also be written in the more familiar form from Euclidean geometry,

δ~V = ~θ × ~V (2.1.11)

Notice that ~σ is a vector: using (2.1.3) to define the “change” in ~σ under an infinitesimal
rotation, where ~L = ~S in the spinor representation (eq. (2.1.7)), we obtain

δσi ≡ i[~θ · ~S, σi] = εijkθjσk (2.1.12)

For the same reason, ~L is a vector, as well as any three-component object V i (i =
1, 2, 3) satisfying

[Li, V j ] = (L̂i)jkVk = iεijkVk (2.1.13)

Other irreducible representations are (2s + 1)-dimensional, where s is a half-integer
(the spin).

2.1.2 Lorentz transformations
In four dimensional spacetime, in addition to rotations, we have boosts. Under a boost
with velocity ~v, a scalar field transforms as

φ→ φ+ (t~v · ~∇− ~x · ~v∂t)φ (2.1.14)

This is generated by
~M = −i(t~∇− ~x∂t) (2.1.15)

in the sense that δφ = i[~v · ~M, φ]. Thus the Lorentz group has six generators (~L and
~M ). They satisfy the algebra

[M i,M j ] = −iεijkLk , [Li,M j ] = iεijkMk , [Li, Lj ] = iεijkLk (2.1.16)
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A finite Lorentz transformation is implemented with the unitary operator

U = e−i
~θ·~L+i~v· ~M (2.1.17)

The above may be written in a more compact form if we introduce

Jµν = i(xµ∂ν − xν∂µ) (2.1.18)

There are six independent components of Jµν . They are identified as

Jij = εijkL
k , J0i = Mi (2.1.19)

The Lorentz algebra (2.1.16) can be written as

[Jµν , Jρσ] = i(ηνρJµσ − ηµρJνσ − ηνσJµρ + ηµσJνρ) (2.1.20)

as is easily verified.
We would like to find the representations of this algebra as we did with angular mo-
mentum. To this end, define

~JR = 1
2 (~L+ i ~M) , ~JL = 1

2 (~L− i ~M) (2.1.21)

where the subscript R (L) stands for “right” (“left”) - to be justified later. The Lorentz
algebra reads

[J iL, J
j
L] = iεijkJLk , [J iR, J

j
R] = iεijkJRk , [J iL, J

j
R] = 0 (2.1.22)

i.e., we obtain two angular momentum algebras that don’t talk to (commute with) each
other. Thus, an irreducible representation of the Lorentz group is a product of two
irreducible representations of the rotation group. It is labeled by the pair (sR, sL) of
the respective spins.
The simplest representation is (0, 0) - the scalar.
An important representation is the adjoint acting on four-vectors. It is realized by the
4× 4 matrices

(Ĵµν)αβ = i(δµαδ
ν
β − δµβδ

ν
α) (2.1.23)

It is easily checked that Ĵµν satisfies the algebra (2.1.20). A four-vector V µ satisfies

[V µ, Jρσ] = (Ĵρσ)µνV
ν = i(ηµρV σ − ηµσV ρ) (2.1.24)

generalizing eq. (2.1.13) and reducing to it in the case of rotations.

2.2 Weyl spinors
The simplest non-trivial representations are ( 1

2 , 0) and (0, 1
2 ). The corresponding spinors

are ψR and ψL (right- and left-handed Weyl spinors), respectively. By definition, the
action of ~JR,L on ψR is given by

~JRψR = 1
2~σψR , JLψR = 0 (2.2.1)
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This leads to the action of rotations and boosts, respectively,

~LψR = ( ~JR + ~JL)ψR = 1
2~σψR , ~MψR = −i( ~JR − ~JL)ψR = − i

2~σψR (2.2.2)

Thus, under a finite Lorentz transformation,

ψR → URψR , UR = e−
i
2
~θ·~σ++

1
2~v·~σ (2.2.3)

where we used eq. (2.1.17) - see also (2.1.8).
Working similarly, we find the effect of a general Lorentz transformation on ψL,

ψL → ULψL , UL = e−
i
2
~θ·~σ− 1

2~v·~σ (2.2.4)

It is useful to construct quantities which transform nicely, such as vectors and scalars.
These will represent physical quantities. One such quantity is

V µ = ψ†Rσ
µψR , σµ = (I, ~σ) (2.2.5)

Let us show that V µ is a four-vector. To this end, we consider infinitesimal rotations
and boosts. Under a rotation, it is clear from (2.2.3) that V 0 = ψ†RψR doesn’t change.
The spatial components of V µ transform as

~V → ψ†R(1 + i
2
~θ · ~σ + o(θ2))~σ(1− i

2
~θ · ~σ + o(θ2))ψR

= ~V + i
2θiψ

†
R[σi, ~σ]ψR + o(θ2) (2.2.6)

Using (2.1.7), we deduce
δ~V = ~θ × ~V (2.2.7)

showing that ~V is a vector in three dimensions (cf. eq. (2.1.11)). Notice that this prop-
erty was a direct consequence of the fact that ~σ transforms as a vector, which is the
content of eq. (2.1.7).
Under an infinitesimal boost,

V 0 → ψ†R(1 + 1
2~v · ~σ + o(v2))2ψR = V 0 + ~v · ~V + o(v2) (2.2.8)

and

~V → ψ†R(1 + 1
2~v · ~σ + o(v2))~σ(1 + 1

2~v · ~σ + o(v2))ψR

= ~V + ~vV 0 + o(v2) (2.2.9)

where we used {σi, σj} = 2δij . Thus, V µ transforms correctly under boosts as well.1

It follows that V µ is a four-vector.
To construct a Lagrangian density, we need to turn ψR into a field and then find a scalar.
Then a Lorentz transformation will not only act on the spinor indices of ψR but also on
its argument. It is easy to show that ψ†Rσ

µ∂µψR is a scalar. For the Lagrangian density
we need a real quantity, so we define

L = iψ†Rσ
µ∂µψR (2.2.10)

1Note that the factor γ = (1− v2)−1/2 is missing because γ = 1 + o(v2).
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By treating ψR and ψ†R as independent variablem the field equation is simple,

σµ∂µψR = 0 (2.2.11)

This is the Weyl equation. Notice that

detσµ∂µ =
∣∣∣∣
∂0 + ∂3 ∂1 − i∂2

∂1 + i∂2 ∂0 − ∂3

∣∣∣∣ = ∂µ∂
µ (2.2.12)

It follows that a Weyl spinor also satisfies the massless Klein-Gordon equation

∂µ∂
µψR = 0 (2.2.13)

which admits plane-wave solutions

ψR = u e−ip·x (2.2.14)

where u is a spinor and p2 = 0 (massless particle). Suppose the energy is positive.
We are free to choose axes so that the momentum is along the z-axis. Then pµ =
(p, 0, 0, p). Plugging into the Weyl equation, we obtain

pµσ
µu = p(I − σ3)u = 0 (2.2.15)

Therefore, σ3u = u, whose solution is u =
(

1
0

)
. It follows that the spin is along

the momentum, i.e., the helicity is positive, i.e., this is a right-handed particle, which
justifies our use of the subscript R in ψR.
The above discussion may be repeated for the left-handed spinors ψL. Under Lorentz
tranformations,

~LψL = 1
2~σψL , ~MψL = i

2~σψL (2.2.16)

It follows that
V µ = ψ†Lσ̄

µψL , σ̄µ = (I,−~σ) (2.2.17)

is a vector. The Lagrangian density (a scalar) is

L = iψ†Lσ̄
µ∂µψL (2.2.18)

leading to the field equation
σ̄µ∂µψL = 0 (2.2.19)

The solutions also solve the massless Klein-Gordon equation.2 A plane-wave solution
ψL = u e−ip·x with momentum along the z-axis satisfies the Weyl equation if u =

(
0
1

)
.

Thus, ψL is a left-handed spinor (of negative helicity).
Finally, two important observations:

• The Lagrangian density for a Weyl spinor is linear in the derivatives, unlike in
the Klein-Gordon case, where it is quadratic. This is because there is no Lorentz-
invariant operator linear in the derivatives that acts non-trivially on a scalar field.

• ψR and ψL are related to each other by parity (P : ψR ↔ ψL). This follows
from the action of P on Lorentz generators, P : ~L → ~L, ~M → − ~M and so, on
account of (2.1.21), P : ~JR ↔ ~JL.

2This is a consequence of detσ · ∂ = ∂2; notice also that (σ · ∂)(σ̄ · ∂) = ∂2.
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2.3 The Dirac equation

2.3.1 The equation
Let us combine ψR and ψL by adding their respective Lagrangian densities,

L = iψ†Rσ · ∂ψR + iψ†Lσ̄ · ∂ψL (2.3.1)

We may add a mixed quadratic term, ψ†RψL, which is Lorentz-invariant (this follows
easily from (2.2.3) and (2.2.4)).3 Actually, only the real part contributes to the La-
grangian. This is implemented by adding the complex conjugate of ψ†RψL. We obtain
the more general Lagrangian density

L = iψ†Rσ · ∂ψR + iψ†Lσ̄ · ∂ψL −m(ψ†RψL + ψ†LψR) (2.3.2)

where m is an arbitrary constant whose physical significance is yet to be determined.
The field equations are easily deduced,

i(∂0 + ~σ · ~∇)ψR −mψL = 0

i(∂0 − ~σ · ~∇)ψL −mψR = 0 (2.3.3)

They reduce to the respective Weyl equations (2.2.11) and (2.2.19) in the limit m = 0.
They can be collectively written in terms of a four-component spinor as

iγµ∂µψ = mψ , ψ =
(
ψL
ψR

)
, γµ =

(
0 σµ

σ̄µ 0

)
(2.3.4)

This is the Dirac equation and the 4 × 4 matrices γµ are the Dirac γ-matrices. The
Lagrangian density (2.3.2) reads

L = ψ̄(iγµ∂µ −m)ψ , ψ̄ = ψ†γ0 = (ψ†R ψ†L) (2.3.5)

They obey the anti-commutation rules

{γµ, γν} ≡ γµγν + γνγµ = 2ηµνI4×4 (2.3.6)

which may be viewed as the defining equation for γµ. Also,

(γ · ∂)2 = 1
2{γµ, γν}∂µ∂ν = ∂2 (2.3.7)

and so the Dirac equation implies the Klein-Gordon equation,

∂2ψ = (γ · ∂)2ψ = −m2ψ (2.3.8)

showing that the parameter m represents the mass of the particle.
2.3.2 Lorentz transformations

3Note that neither ψ†RψR nor ψ†LψL is Lorentz-invariant which is why we did not consider adding them
to the Lagrangian density in our discussion of Weyl spinors.
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The action of Lorentz transformations can be deduced from corresponding properties
of Weyl spinors. Eqs. (2.2.2) and (2.2.16) can be written collectively as

~Lψ = 1
2

(
~σ 0
0 ~σ

)
, ~Mψ = i

2

(
~σ 0
0 −~σ

)
(2.3.9)

We may summarize these equations neatly by using Jµν (eq. (2.1.19)),

Jµνψ = Sµνψ , Sµν = i
4 [γµ, γν ] (2.3.10)

Thus the matrices Sµν form a representation of the Lorentz group and obey the alge-
bra (2.1.20) as can be easily checked. This generalizes the three-dimensional result that
~S = 1

2~σ is a representation of the rotation group whose components obey the angular-
momentum algebra (2.1.7). A finite Lorentz transformation on a Dirac spinor acts as
the 4× 4 matrix

U = e−
i
2ωµνS

µν

(2.3.11)

generalizing eq. (2.1.8) for rotations on spinors. Generalizing the statement that ~σ is a
vector (eq. (2.1.12)), we shall show that γµ is a four-vector, i.e., it satisfies eq. (2.1.24)
with Jµν = Sµν . Indeed,

[γµ, Sρσ] = i
4 [γµ, [γρ, γσ]]

= i
4

(
γµγργσ − γργσγµ − (ρ↔ σ)

)

= i
4

(
{γµ, γρ}γσ − γρ{γσ, γµ} − (ρ↔ σ)

)

= i(ηµργσ − ηµσγρ) (2.3.12)

where we used (2.3.6) in the last step.
Let us also check that ∂µ is a four-vector. Using Jµν = i(xµ∂ν − xν∂µ) (eq. (2.1.18))
and [∂µ, xν ] = ηµν (a consequence of ∂xν

∂xµ = δνµ), it is easy to check that ∂µ satisfies
eq. (2.1.24).
It follows that γµ∂µ which appears in the Lagrangian is a scalar. It is easy to check that
so is the Lagrangian density (2.3.5).
2.3.3 Bilinears
Bilinears are important physical quantities. There are 16 of them

ψ†αψβ , α, β = 0, 1, 2, 3 (2.3.13)

We would like to group them according to their properties under Lorentz transforma-
tions. We have already seen that ψ†RψL and its complex conjugate, ψ†LψR, are scalars.
Under parity, ψR ↔ ψL. The eigenstates of parity are

S = ψ†RψL + ψ†LψR , S′ = ψ†RψL − ψ†LψR (2.3.14)

where S (S′) is even (odd) under parity - a scalar (pseudoscalar). In terms of the Dirac
spinor,

S = ψ̄ψ , S′ = ψ̄γ5ψ (2.3.15)
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where we introduced the matrix

γ5 = iγ0γ1γ2γ3 =
(
I 0
0 −I

)
, {γ5, γ

µ} = 0 (2.3.16)

Vectors:
V µ = ψ̄γµψ = ψ†Rσ

µψR + ψ†Lσ̄
µψL (2.3.17)

(sum of two vectors, (2.2.5) and (2.2.17)) is evidently even under parity; and

Aµ = ψ̄γµγ5ψ = ψ†Rσ
µψR − ψ†Lσ̄

µψL (2.3.18)

which is odd under parity (axial (pseudo) vector). V µ and Aµ form ( 1
2 ,

1
2 ) represen-

tations of the Lorentz group. Also, V µ is the conserved Noether current under the
symmetry

ψ → eiθψ (2.3.19)

It represents the fermion number. Aµ is the Noether current under the transformation

ψ → eiθγ5ψ (2.3.20)

This is a symmetry of the theory (chiral symmetry) only if m = 0.
Another set of bilinears is

Tµν = ψ̄Sµνψ (2.3.21)

where Sµν is given by (2.3.10). It is an anti-symmetric tensor with 6 independent
components. Unlike the rest, it forms a reducible representation of the Lorentz group.
It can be split into its self-dual and anti-self-dual pieces, respectively,

T = TS + TA , TµνS = ψ̄SµνPRψ , TµνA = ψ̄SµνPLψ (2.3.22)

of 3 components each, where PR,L = 1
2 (1 ± γ5) are projection operators. TS and TA

form (1, 0) and (0, 1) representations of the Lorentz group, respectively.
We now have all the bilinears, as can be seen by counting (1+1+4+4+3+3 = 16).

2.3.4 Solutions
We need to solve the Dirac equation (2.3.4) in order to quantize it. Plugging in the
plane-wave solution

ψ = u(~p)e−ip·x (2.3.23)

we obtain
(γµpµ −m)u(~p) = 0 (2.3.24)

This implies pµpµ = m2, therefore

p0 = E = ±ωp , ωp =
√
~p2 +m2 (2.3.25)

We expect 4 linearly independent solutions, 2 of positive and 2 of negative energy.
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First let p0 = +ωp > 0. Go to the rest frame of the particle, so that ~p = ~0. Then
p0 = m and (2.3.24) reads

(mγ0 −m)u(~p) = 0 ⇒ γ0u = u (2.3.26)

Writing u =
(
uR

uL

)
and using the explicit form of γ0 (2.3.4), we deduce uL = uR.

Therefore, we are only free to choose uR, say. Two independent choices are uR =
(

1
0

)
,(

0
1

)
yielding two linearly independent solutions of (2.3.26),

u(1)(~0) =
√
m




1
0
1
0


 , u(2)(~0) =

√
m




0
1
0
1


 (2.3.27)

They are eigenstates of the z-component of spin,

L3u(1) = 1
2u

(1) , L3u(2) = − 1
2u

(2) , L3 =
(

1
2σ

3 0
0 1

2σ
3

)
(2.3.28)

on account of (2.2.2) and (2.2.16). The normalization constant
√
m was inserted for

convenience. It may seem odd, since it vanishes in the massless limit; however, this is
an illusion, as we shall see shortly.
Now let us generalize to ~p 6= ~0. Choose axes so that ~p is in the z-direction and insist
on eigenstates of L3 (the latter is an invariant statement: we want eigenvalues of the
helicity operator, h = ~p·~L

|~p| , i.e., the component of ~L along ~p). We have pµ = (ωp 0 0 p),
so

γµpµ =
(

0 ωp − pσ3

ωp + pσ3 0

)
(2.3.29)

Assuming a solution of the Dirac eq. (2.3.24) of the form

u(1) =




α
0
β
0


 (2.3.30)

we deduce

(ωp − p)β = mα ⇒ α

β
=

√
ωp − p

ωp + p
(2.3.31)

We shall fix the normalization so that

u(1) =




√
ωp − p

0√
ωp + p

0


 (2.3.32)
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In the limit p → 0, ωp → m, we recover our earlier result (2.3.27) in the rest frame.
Notice that in the limit m→ 0, eq. (2.3.27) cannot be used because a massless particle
has no rest frame (always travels at the speed of light). Eq. (2.3.32) yields

u(1) →




0
0√
2ωp
0


 (2.3.33)

which is a right-handed spinor. The other solution of eq. (2.3.24) is similarly obtained,

u(2) =




0√
ωp + p

0√
ωp − p


 (2.3.34)

In the rest frame it reduces to expression (2.3.27) and in the massless limit it becomes
a left-handed spinor.
The above formulas are kind of useless. We will need bilinears. They can be obtained
from the simple expressions (2.3.27) in the rest frame.

(i) By an explicit calculation using (2.3.27), it is easy to see that

ū(r)u(s) = 2mδrs , r, s = 1, 2 (2.3.35)

Since these are Lorentz-invariant quantities, this result is valid in any frame.

(ii) From (2.3.27), we have

ū(r)(~0)γµu(s)(~0) = 2
(
m
~0

)
δrs (2.3.36)

In an arbitrary frame (~p 6= ~0), this becomes

ū(r)(~p)γµu(s)(~p) = 2pµδrs (2.3.37)

(iii) Define the 4× 4 matrix

M =
1

2m

2∑
r=1

u(r)ū(r) (2.3.38)

Using (2.3.35), we deduce

Mu(r) = u(r) , M2 = I (2.3.39)

Thus, M is a projection operator (onto positive-energy states, as we shall see).
In the rest frame, we obtain

M = 1
2




1 0 1 0
0 0 0 0
1 0 1 0
0 0 0 0


 + 1

2




0 0 0 0
0 1 0 1
0 0 0 0
0 1 0 1


 = 1

2 (I + γ0) (2.3.40)
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In an arbitrary frame, this generalizes to

M =
1

2m
(γµpµ +m) (2.3.41)

We may check thatM2 = I by using this explicit expression and (γ ·p)2 = p2 =
m2.

Turning to negative energy solutions, let

ψ = v(~p)e+ip·x (2.3.42)

The Dirac equation becomes

(γµpµ +m)v(~p) = 0 (2.3.43)

Working as before, we obtain two independent solutions in the rest frame,

v(1)(~0) =
√
m




1
0
−1
0


 , v(2)(~0) =

√
m




0
1
0
−1


 (2.3.44)

normalized so that
v̄(r)v(s) = −2mδrs (2.3.45)

(valid in any Lorentz frame). We also obtain the vector bilinear

v̄(r)(~p)γµv(s) = 2pµδrs (2.3.46)

Notice that positive and negative energy spinors are orthogonal to each other in the
sense

ū(r)v(s) = v̄(r)u(s) = 0 (2.3.47)

It follows from (2.3.38) that
Mv(r) = 0 (2.3.48)

This also follows from the explicit form of M (2.3.41) and the Dirac eq. (2.3.43).
Together with (2.3.39), they show that M is a projection operator onto the positive-
energy solutions of the Dirac equation.
Similarly, it is shown that

N = − 1
2m

2∑
r=1

v(r)v̄(r) =
1

2m
(m− γµpµ) (2.3.49)

is a projection operator onto negative-energy states (Nu(r) = 0, Nv(r) = v(r), N2 =
I).
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2.4 Canonical quantization

2.4.1 Quantization
Expand ψ in a complete set of solutions to the Dirac equation (eqs. (2.3.23) and
(2.3.42)),

ψ(x) =
∫

d3k

(2π)3
√

2ωk

2∑
r=1

{
b(r)(~k)u(r)(~k)e−ik·x + c(r)†(~k)v(r)(~k)eik·x

}
(2.4.1)

The coefficients b(r) and c(r) are not related to each other (cf. eq. (1.5.57) for a complex
scalar field). Taking hermitian conjugates, we obtain

ψ̄(x) =
∫

d3k

(2π)3
√

2ωk

2∑
r=1

{
c(r)(~k)v̄(r)(~k)e−ik·x + b(r)†(~k)ū(r)(~k)eik·x

}
(2.4.2)

From the Lagrangian density (2.3.5), we deduce the momentum conjugate to ψα,

πα ≡ ∂L
∂(∂0ψα)

= i(ψ̄γ0)α = iψ†α (2.4.3)

The Hamiltonian density is

H = πα∂0ψα − L = iψ̄γ0∂0ψ − L (2.4.4)

If ψ satisfies the Dirac equation, then L = 0. Therefore, the Hamiltonian is

H ≡
∫
d3xH =

∫
d3x iψ̄γ0∂0ψ (2.4.5)

Plugging in the expansions (2.4.1) and (2.4.2), we obtain

H = 1
2

∫
d3k

(2π)3
∑
r,s

{
b(s)†(~k)b(r)(~k)ū(s)(~k)γ0u(r)(~k)

− c(s)(~k)c(r)†(~k)v̄(s)(~k)γ0v(r)(~k)

− b(s)†(−~k)c(r)†(~k)ū(s)(−~k)γ0v(r)(~k)e2iωkt

+ c(s)(−~k)b(r)(~k)v̄(s)(−~k)γ0u(r)(~k)e−2iωkt
}

(2.4.6)

where I have been careful with the ordering of the coefficients b and c. To simplify this
expression, observe that if u(~p) satisfies the Dirac eq. (2.3.24), then so does γ0u(~p) but
with ~p→ −~p. Therefore,

γ0u(r)(~p) = u(r)(−~p) (2.4.7)

where the constant of proportionality is fixed by (2.3.26). Similarly, we reach the same
conclusion for negative-energy spinors: v(r)(~p) = γ0v(r)(−~p). It follows that the last
two terms in the expression for H (2.4.5) are proportional to ū(s)(−~k)v(r)(−~k) and
v̄(s)(−~k)u(r)(−~k), respectively, which vanish by the orthogonality relation (2.3.47).
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This shows thatH is time-independent. Using the vector bilinears (2.3.37) and (2.3.46)
to simplify the remaining terms in H , we finally obtain

H =
∫

d3k

(2π)3
ωk

2∑
r=1

{
b(r)†(~k)b(r)(~k)− c(r)(~k)c(r)†(~k)

}
(2.4.8)

If we impose commutation relations similar to the ones for a and a† in the expansion
of the scalar field ψ (eq. (1.2.46)), the minus sign in the cc† term will lead to negative-
energy eigenstates. In fact, the spectrum of the Hamiltonian will be unbounded from
below. To avoid this garbage, we will impose anti-commutation relations,

{b(r)(~p), b(s)†(~p′)} = {c(r)(~p), c(s)†(~p′)} = δrs(2π)3δ3(~p− ~p′) (2.4.9)

All other anti-commutators will be assumed to vanish. They trivially imply

{ψα(x), ψβ(y)} = {ψ̄α(x), ψ̄β(y)} = 0 (2.4.10)

The only non-trivial anti-commutator is between ψ and ψ̄. We obtain the equal-time
anti-commutator (suppressing spinor indices)

{ψ(~x, t), ψ̄(~y, t)} =
∫

d3k

(2π)32ωk
ei
~k·(~x−~y) ∑

r

{
u(r)(~k)ū(r)(~k) + v(r)(−~k)v̄(r)(−~k)

}

(2.4.11)
The spinorial sum is easily evaluated using the projection operators M (eqs. (2.3.38)
and (2.3.41)) and N (eq. (2.3.49)). Finally,

{ψ(~x, t), ψ̄(~y, t)} = γ0δ3(~x− ~y) (2.4.12)

2.4.2 The vacuum
b and c will be annihilation operators,

b(r)(~p)|0〉 = c(r)(~p)|0〉 = 0 (2.4.13)

We could call b† and c† creation operators, instead (notice that b and b† are treated
symmetrically in the anti-commutation relations, so their role is ambiguous, unlike a
and a† in the scalar case where we had no choice but to call a annihilation operator).
However, this would lead to an equivalent formulation. Another option is to call b
and c† annihilation operators. That would be foolish, for then ψ would annihilate the
vacuum leading to a trivial theory.
Acting on the vacuum with the Hamiltonian, we obtain

H|0〉 = E0|0〉 , E0 = −
∫

d3k

(2π)3
2ωkδ3(~0) (2.4.14)

This leads to a vacuum energy density

ρ =
E0

V
= −4

∫
d3k

(2π)3
1
2ωk (2.4.15)
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to be compared with the scalar field expression (1.3.7). The factor of 4 accounts for
the four degrees of freedom of the Dirac spinor, but unlike in the scalar case, the
fermions yield a negative contribution to the vacuum energy (cosmological constant).
In a supersymmetric theory, there are equal numbers of bosonic and fermionic degrees
of freedom, so the cosmological constant should vanish in a supersymmetric Universe.
Ours is obviously not supersymmetric, but people thought that if it started its life with
supersymmetry (which was mysteriously broken later on), that would provide a neat
explanation for a vanishing cosmological constant. Unfortunately, Nature did not play
along and chose a positive cosmological constant instead, challenging us to find the
fundamental reason behind Her choice. It is a challenge because any answer which
is not zero seems to be infinity. At any rate, our immediate humble goal is to build
a quantum theory of fermions in a flat spacetime ignoring gravity. In this case, we
may simply shift H by its vacuum expectation value E0 and define the normal-ordered
Hamiltonian

: H := H − E0 =
∫

d3k

(2π)3
ωk

2∑
r=1

{
b(r)†(~k)b(r)(~k) + c(r)†(~k)c(r)(~k)

}
(2.4.16)

Then the vacuum corresponds to zero eigenvalue and any other state has positive en-
ergy. From now on, we shall call the normal-ordered Hamiltonian simply H .
2.4.3 One-particle states and the charge

Acting with creation operators on the vacuum, we produce states

|~p, r, b〉 = b(r)†(~p)|0〉 , |~p, r, c〉 = c(r)†(~p)|0〉 (2.4.17)

which are eigenstates of H with eigenvalue ωp. Thus, they represent single particle
states with momentum ~p and spin specified by the quantum number r. There are two
types of each such state, one created by a b oscillator and one created by a c oscillator.
How do they differ? Recall that the system possesses an internal symmetry, ψ → eiθψ
(eq. (2.3.19)) whose Noether current is given by (2.3.17). The corresponding conserved
charge (fermion number) is

Q =
∫
d3xV 0 =

∫
d3x ψ̄γ0ψ (2.4.18)

Expanding ψ and ψ̄ in modes and working as we did with H , we obtain

Q =
∫

d3k

(2π)3

2∑
r=1

{
b(r)†(~k)b(r)(~k) + c(r)(~k)c(r)†(~k)

}
(2.4.19)

showing explicitly that Q is independent of time. We need to normal-order this expres-
sion. We obtain

: Q : ≡ Q− 〈0|Q|0〉 =
∫

d3k

(2π)3

2∑
r=1

{
b(r)†(~k)b(r)(~k)− c(r)†(~k)c(r)(~k)

}
(2.4.20)
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We shall call the normal-ordered charge simply Q from now on. Then Q|0〉 = 0. Also

Q|~p, r, b〉 = |~p, r, b〉 , Q|~p, r, c〉 = −|~p, r, c〉 (2.4.21)

Thus, they are both eigenstates of Q but with opposite charges. It follows that the b
oscillator creates a particle whereas the c-oscillator creates an anti-particle. The total
fermion number is the sum of particles minus the sum of anti-particles.
2.4.4 Two-particle states and statistics
Acting with two b-oscillators, we produce a two-particle state,

|~p1, r1, b; ~p2, r2, b〉 = b(r1)†(~p1)b(r2)†(~p2)|0〉 (2.4.22)

Similarly, acting with two c-oscillators, we produce a two-antiparticle state. Since the
oscillators anti-commute, we have

|~p1, r1, b; ~p2, r2, b〉 = −|~p2, r2, b; ~p1, r1, b〉 (2.4.23)

showing that these particles obey Fermi statistics; they are fermions. We cannot have
two particles with the same quantum numbers, since [b(r)†(~p)]2 = 0. Thus the Pauli exclusion principle
is a consequence of this theory. The connection between spin and statistics (the spin-statistics theorem:
bosons have integer spin, fermions do not) can be proved in general under very broad
assumptions (such as relativity and causality).
2.4.5 On the classical limit
Some philosophical remarks on the classical limit of our quantum field theory of fermions
are in order here. In the classical limit in general, uncertainties are small compared with
mean values of observables. This can only be true if the occupation numbers are large.
Then we get a classical macroscopic system. The occupation numbers of a fermion,
such as the Dirac field, can only take two values: 0 or 1. Therefore, there is no classical
limit! So the Dirac equation is not really a classical equation that the quantum theory
we just developed approaches in the classical limit. This was the case with the Klein-
Gordon field we discussed earlier. We followed the same approach with the Dirac field,
but our motivation was not the same as in the Klein-Gordon case. We simply wanted
a relativistic quantum theory for a spin-1/2 particle that would work. We were not
motivated by classical considerations.

2.5 Causality and propagation

2.5.1 Causality and measurement
Causality implies that fermionic field anti-commute outside the light-cone (at spacelike
separation). This is trivially true for two ψ’s or two ψ̄’s, since their anti-commutators
vanish everywhere (eq. (2.4.10)) and not just outside the light-cone. We need to verify
(suppressing indices)

{ψ(x), ψ̄(y)} = 0 , (x− y)2 < 0 (2.5.1)

To this end, define the propagator

S+(x− y) = 〈0|ψ(x)ψ̄(y)|0〉 (2.5.2)
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which is a 4× 4 matrix. It only depends on the distance xµ − yµ and not on the points
(events) xµ and yµ separately, as we shall show.4 Expanding in modes and using the
anti-commutation rules (2.4.9) to calculate vacuum expectation values, we obtain

S+(x− y) =
∫

d3k

(2π)32ωk
e−ik·(x−y)

2∑
r=1

u(r)(~k)ū(r)(~k) (2.5.3)

confirming translational invariance. Notice also that only positive-energy states con-
tribute to this propagator. The spinorial sum can be written in terms of the projection
operator M (eq. (2.3.38)). Using (2.3.41), we have

S+(x− y) =
∫

d3k

(2π)32ωk
(γ · k +m) e−ik·(x−y)

= (iγ · ∂ +m)
∫

d3k

(2π)32ωk
e−ik·(x−y) (2.5.4)

The last integral is the scalar propagator D(x− y) (eq. (1.4.4)). Therefore,

S+(x− y) = (iγ · ∂ +m)D(x− y) (2.5.5)

Let us now define the propagator (a 4× 4 matrix, again)

S−(x− y) = 〈0|ψ̄(x)ψ(y)|0〉 (2.5.6)

where we merely suppressed indices (no summation over spinor indices is implied).
Working as before, we arrive at

S−(x− y) =
∫

d3k

(2π)32ωk
e−ik·(x−y)

2∑
r=1

v(r)(~k)v̄(r)(~k) (2.5.7)

showing that only negative-energy states contribute to this propagator. Using the pro-
jection matrix (2.3.49), we obtain

S−(x− y) = (iγ · ∂ −m)D(x− y) (2.5.8)

The anti-commutator (2.5.1) is a c-number (not an operator), therefore

{ψ(x), ψ̄(y)} = 〈0|{ψ(x), ψ̄(y)}|0〉
= S+(x− y) + S−(y − x)

= (iγ · ∂ +m)
{
D(x− y)−D(y − x)

}
(2.5.9)

The validity of (2.5.1) is a direct consequence of the corresponding statement in the
scalar case (D(x−y)−D(y−x) = 0 for (x−y)2 < 0 (eq. (1.4.8))). Again, causality is
due to non-trivial interference between positive-energy modes (particles) propagating

4This may also be established by an argument similar to the one we employed in the scalar case,
eq. (1.4.5).
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in one direction (x → y) and negative-energy modes (anti-particles) propagating in
the opposite direction (y → x). Notice that, had we chosen a commutator instead,
we would have violated causality ([ψ(x), ψ̄(y)] 6= 0). The requirement of causality
imposes Fermi statistics on spin-1/2 particles.
2.5.2 The Feynman propagator
A propagator which is a physical quantity can be defined similarly to the scalar case in
terms of the time-ordered product (cf. eq. (1.4.18)),

T (ψ(x)ψ̄(y)) =
{

ψ(x)ψ̄(y) , x0 > y0

−ψ̄(y)ψ(x) , x0 < y0 (2.5.10)

Notice the (essential) minus sign. The Feynman propagator for a Dirac field is (cf. eq. (1.4.19))

SF (x− y) = 〈0|T (ψ(x)ψ̄(y)|0〉 (2.5.11)

Notice that

SF (x− y) =
{

S+(x− y) , x0 > y0

−S−(y − x) , x0 < y0 (2.5.12)

Using the expressions (2.5.5) and (2.5.8), as well as the expression for the scalar Feyn-
man propagator (1.4.15), we obtain

SF (x− y) = (iγ · ∂ +m)DF (x− y) (2.5.13)

This can be written as a fourier transform using (1.4.16),

SF (x− y) =
∫

d4k

(2π)4
i(kµγµ +m)
k2 −m2 + iε

e−ik·(x−y) (2.5.14)

The iε term (ε > 0) places the positive-energy pole (k0 = ωk) slightly below the real
axis and the negative-energy pole (k0 = −ωk) slightly above the real axis. For x0 > y0
(propagation forward in time) we ought to close the contour in the complex k0-plane
in the lower-half plane. Thus only positive-energy states (particles) contribute. On
the contrary, for x0 < y0 (propagation backwards in time) the contour closes in the
upper-half plane and only negative-energy (anti-particles) contribute.
The Feynman propagator is a Green function for the Dirac equation. Indeed, from
eq. (2.5.13) and using the corresponding result in the scalar case (1.4.17), we deduce

(iγ · ∂ −m)SF (x− y) = iδ4(x− y) (2.5.15)

2.6 Discrete symmetries
Parity
Under parity, ~x → −~x, t → t and ψR ↔ ψL. It follows from the definition of ψ
and γ0 (2.3.4) that ψ → γ0ψ and ψ̄ → ψ̄γ0. If UP is the unitary transformation that
implements parity (U2

P = I , U†P = UP ), then

UPψ(~x, t)UP = γ0ψ(−~x, t) (2.6.1)



54 UNIT 2: Spin 1/2

From the expansion of ψ (2.4.1) and using (2.4.7), we deduce

UP b
(r)(~p)UP = b(r)(−~p) , UP c(r)(~p)UP = c(r)(−~p) (2.6.2)

i.e., parity reverses the momentum, but does not affect the spin, as expected on physical
grounds.
The action of parity on the various biliears and other physical quantities of interest is
easily deduced, e.g., for the pseudoscalar S′ (eq. (2.3.15)),

UPS
′UP = UP ψ̄UP γ5UPψUP = ψ̄γ0γ5γ

0ψ = −S′ (2.6.3)

where we used {γ0, γ5} = 0 (eq. (2.3.16)) and (γ0)2 = I (eq. (2.3.6)). This confirms
that S′ is odd under parity.
Time reversal
Under time reversal, t→ −t and ~x→ ~x. Consequently, the momentum is flipped (~p→
−~p) and so is the spin (angular momentum). Recall from our discussion in the scalar
case that the operator implementing time reversal, UT , is anti-linear (eq. (1.5.47)) and
anti-unitary (eq. (1.5.48)).
Consider a left-handed Weyl spinor, ψL. If its spin is flipped, then it turns into a right-
handed spinor. This is also deduced from the Weyl equation (2.2.19) which can be
written as

∂0ψL = ~σ · ~∇ψL (2.6.4)

Indeed, under time reversal, ∂0 → −∂0, so (2.2.19) turns into the Weyl equation for a
right-handed spinor (2.2.11),

∂0ψL = −~σ · ~∇ψL (2.6.5)

We need to find a mapping that flips the spin of ψL and is anti-linear and anti-unitary.
The answer is

ψL → −iσ2ψ∗L (2.6.6)

and similarly for ψR. It is easy to check (using the properties of the Pauli matri-
ces (2.1.6)) that−iσ2ψ∗L satisfies the Weyl equation for a right-handed spinor (2.2.11).
In particular, (

1
0

)
→

(
0
1

)
,

(
0
1

)
→ −

(
1
0

)
(2.6.7)

Flipping the spin twice doesn’t take us back to the original spinor, instead ψL → −ψL
(since (−iσ2)2 = −I).
Turning to Dirac spinors, we may use the above results if we express the Dirac spinors
in terms of Weyl spinors, u =

(
uL

uR

)
. Then (2.6.6) and its right-handed counterpart

imply

u→
( −iσ2

−iσ2

)
u∗ = −γ1γ3u∗ (2.6.8)

Moreover, using (2.3.27) and (2.6.7), we easliy deduce

u(1) → u(2) , u(2) → −u(1) (2.6.9)



2.6 Discrete symmetries 55

Comparing (2.6.8) and (2.6.9), we obtain

u(1)∗ = γ1γ3u(2) , u(2)∗ = −γ1γ3u(1) (2.6.10)

Notice that the second equation is a consequence of the first, because γ1γ3 is a real ma-
trix and we also used the properties of the γ-matrices (2.3.6). The result for negative-
energy spinors is identical,

v(1)∗ = γ1γ3v(2) , v(2)∗ = −γ1γ3v(1) (2.6.11)

Let us now apply time reversal on a Dirac spinor. Expanding in modes, we obtain

UTψ(~x, t)UT =
∫

d3k

(2π)3
√

2ωk

2∑
r=1

{
UT b

(r)(~k)UTu(r)∗(~k)eik·x

+ UT c
(r)†(~k)UT v(r)∗(~k)e−ik·x

}
(2.6.12)

Notice that we had to take the complex conjugates of all c-numbers due to the anti-
linearity of UT . Defining

UT b
(1)(~k)UT = b(2)(−~p) , UT b(2)(~k)UT = −b(1)(−~p) (2.6.13)

and similarly for c(r)(~p), and using (2.6.10) and (2.6.11), after a change of variables
~k → −~k, we obtain

UTψ(~x, t)UT = γ1γ3ψ(~x,−t) (2.6.14)

We can easily directly verify that this expression satisfies the time-reversed Dirac equa-
tion.
As an example of the action on bilinears, consider the vector current V µ (eq. (2.3.17)).
We have

UTV
µUT = UT ψ̄UT (γµ)∗UTψUT (2.6.15)

Since all γ matrices are real except for γ2 = −(γ2)∗, we deduce

UTV
0UT = ψ̄γ3γ1γ0γ1γ3ψ = V 0 (2.6.16)

UTV
1UT = ψ̄γ3γ1γ1γ1γ3ψ = −V 1 (2.6.17)

UTV
2UT = −ψ̄γ3γ1γ2γ1γ3ψ = −V 2 (2.6.18)

UTV
3UT = ψ̄γ3γ1γ3γ1γ3ψ = −V 3 (2.6.19)

Thus the charge density V 0 is invariant and the current ~V gets reversed, as expected on
physical grounds.
Charge Conjugation
Charge conjugation interchanges particles and antiparticles, so

UCb
(r)(~p)UC = c(r)(~p) , UCc(r)(~p)UC = b(r)(~p) (2.6.20)
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It is a unitary operator and U2
C = I , U†C = UC . Its action on the Dirac field ψ is

deduced from the expansion (2.4.1),

UCψ(x)UC =
∫

d3k

(2π)3
√

2ωk

2∑
r=1

{
c(r)(~k)u(r)(~k)e−ik·x + b(r)†(~k)v(r)(~k)eik·x

}

(2.6.21)
Taking the complex conjugate of (2.4.1), we obtain

ψ∗(x) =
∫

d3k

(2π)3
√

2ωk

2∑
r=1

{
b(r)†(~k)u(r)∗(~k)eik·x + c(r)(~k)v(r)∗(~k)e−ik·x

}

(2.6.22)
To relate these two expressions, we need to relate u(r)∗ to v(r). This is most easily
done in the rest frame using the expressions (2.3.27) and (2.3.44) for the spinors. We
find

u(r)∗ = iγ2v(r) , v(r)∗ = iγ2u(r) , r = 1, 2 (2.6.23)

These two relations imply one another. They are valid in any frame, as you can con-
vince yourselves by boosting and rotating the rest frame.
We deduce

ψ∗ = iγ2UCψUC ⇒ UCψUC = −iγ2ψ∗ (2.6.24)

Do not be fooled by ψ∗ into thinking thatUC is anti-linear. ψ → ψ∗ is a linear transfor-
mation if you think in terms of components (cf. the complex scalar case: eq. (1.5.66),
which in terms of components (1.5.55) translates into φ1 → φ1, φ2 → −φ2). Notice
also that we did not take complex conjugates of c-numbers when we acted with UC
in (2.6.21) unlike eq. (2.6.12) where we had acted with the anti-linear operator UT .
Finally the Dirac lagrangian density is invariant under parity (P), time reversal (T)
and charge conjugation (C). Be reminded that a general quantum field theory does
not possess all three symmetries. However, the product CPT is always a symmetry
no matter what the theory is. This can be proved under very broad assumptions (the
CPT theorem).

2.7 Low energy fermionic systems
In the low energy limit, anti-fermions can be ignored and only fermions will be created,
say by b(r)(~k) (r = 1, 2, corresponding to spin up or down). In a finite volume,
momenta are quantized and the anti-commutation relations are

{b(r)(~k) , b(r′)†(~k′)} = δ~k~k′δ
rr′ (2.7.1)

Defining ψ(r)(~x) and ψ(r)†(~x) as in the bosonic case (with the extra spinorial degree
of freedom), we are led to the anti-commutation relations

{ψ(r)(~x) , ψ(r′)†(~x′)} = δrr
′
δ3(~x− ~x′) (2.7.2)

The free Hamiltonian is

H = −
∫
d3xψ†∇2ψ =

∑

~k,r

Ekb
(r)†(~k)b(r)(~k) (2.7.3)
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and interactions can be included as in the bosonic case. However, unlike with bosons,
the vacuum |0〉 (annihilated by all b(r)(~k)) is not the ground state of a system of N
fermions, because of the Pauli exclusion principle. Ignoring interactions, the minimum
energy a system of N fermions can have is when fermions are uniformly distributed
in a sphere in momentum space up to energy EF (Fermi energy). The volume of the
Fermi sphere is 4

3πk
3
F , where kF =

√
2mEF is the Fermi momentum. In it, each pair

of fermions occupies a cube of side 2π
L . Therefore, the total number of fermions is

N = 2
4
3πk

3
F

( 2π
L )3

(2.7.4)

and the Fermi energy is given by

EF =
1

2m

(
3π2N

L3

)2/3

(2.7.5)

Denote the ground state (filled Fermi sea) by |Ω〉. Notice that the role of creation and
annihilation operators is reversed below the sea level. Indeed, for k ≤ kF , b(r)(~k) acts
as a creation operator (creating a hole in the Fermi sea) whereas b(r)†(~k) annihilates
|Ω〉.
ONE DIMENSION

Going down to one dimension is interesting because calculations are simplified and
explicit results can be often obtained allowing for a better understanding of physical
systems in higher dimension where calculations are cumbersome. Moreover, physical
systems which behave effectively as one-dimensional exist.
In one dimension the surface of the Fermi sphere consists of two points, ±kF (cor-
responding to left and right moving fermions). Concentrating on dynamics near the
Fermi surface (which dominates at low temperatures), the momentum is k = ±kF + q,
where q is small and the energy deviation is Ek − EF ≈ ±vF q, where vF = kF /m is
the Fermi velocity.
Ignoring the spin for the moment, the relevant free part of the Hamiltonian (as measured
from the Fermi surface) is

H0 =
∑

k

(Ek − EF )b†(k)b(k) ≈
∑
q

vF q
[
b†+(q)b+(q)− b†−(q)b−(q)

]
(2.7.6)

where b±(q) = b(±kF + q).
The interaction part of the Hamiltonian can be written in terms of the Fourier transform
of the density operator ρ = ψ†ψ,

ρ̃(k) =
∫
dxe−ikxρ(x) =

∑

k′
b†(k + k′)b(k′) (2.7.7)

as
V ≈ 1

L

∑
q

∑
ε=+,−

[g4ρ̃ε(q)ρ̃ε(−q) + g2ρ̃ε(q)ρ̃−ε(−q)] (2.7.8)
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where ρ̃±(q) = ρ̃(±kF + q) and g2, g4 are numerical coefficients that can be deter-
mined. Also note that

ρ̃±(−q) = ρ̃†±(q) (2.7.9)

The free part of the Hamiltonian can also be written in terms of the operators ρ̃± either
by direct calculation (hard!) or by the following argument. The commutator of H0

with ρ̃± is
[H0 , ρ̃±(q)] = ±qvF ρ̃±(q) (2.7.10)

Define
H ′

0 =
2πvF
L

∑
q

[ρ̃+(q)ρ̃+(−q) + ρ̃−(q)ρ̃−(−q)] (2.7.11)

One can check that H ′
0 obeys the same commutation relations (2.7.10) as H0 near the

Fermi surface. To see this, note that

[ρ̃+(q) , ρ̃+(q′)] ≈ 〈Ω|[ρ̃+(q) , ρ̃+(q′)]|Ω〉
= δq,−q′

∑

k

〈Ω|
(
b†+(k + q)b+(k + q)− b†+(k)b+(k)

)
|Ω〉

(2.7.12)

Each term in the sum contributes either 1 if k < 0 (occupied state) or 0 if k ≥ 0 (empty
state). The two sums seem to cancel each other because one is obtained from the other
by a shift k → k + q. However, this naive conclusion is incorrect. Suppose q > 0.
Then for k > 0 both sums give 0s (since k, k + q > 0) and for k < −q both sums give
1s (since k, k + q < 0). In both cases they cancel each other. For −q < k < 0, one
sume gives 1s and the other 0s, leading to a mismatch. We deduce

[ρ̃+(q) , ρ̃+(q′)] ≈ δq,−q′
∑

−q<k<0

(0− 1) = −qL
2π
δq,−q′ (2.7.13)

where we used the fact that the number of momenta in an interval of length q is
q/(2π/L).
The above is easily generalized to

[ρ̃ε(q) , ρ̃ε′(q′)] ≈ −εδεε′δq,−q′ qL2π (2.7.14)

Thus, these operators act as bosonic creation and annihilation operators offering an
alternative (bosonic!) description of our interacting fermionic system (bosonization).
Using this result, we easily verify

[H ′
0 , ρ̃±(q)] = ±qvF ρ̃±(q) (2.7.15)

in agreement with (2.7.10). It follows thatH ′
0 andH0 differ by a constant. The constant

actually vanishes, because

〈Ψ|H0|Ψ〉 = 〈Ψ|H ′
0|Ψ〉 , |Ψ〉 = ρ̃+(q)|Ω〉 (2.7.16)
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showing that H ′
0 = H0.

We have succeeded in writing the entire Hamiltonian in quadratic form in terms of the
bosonic operators ρ̃±. To deduce the spectrum, we perform the Bogoliubov transformation
for q > 0,

ρ̃+(q) =

√
Lq

2π
[
cosh θqa†(q) + sinh θqa(−q)

]

ρ̃−(q) =

√
Lq

2π
[
sinh θqa†(q) + cosh θqa(−q)

]
(2.7.17)

For q < 0, the transformation is deduced from the above and (2.7.9). From (2.7.14) we
deduce that the bosonic creation and annihilation operators obey standard commutation
relations,

[a(q) , a†(q′)] = δqq′ (2.7.18)

The Hamiltonian can be written as

H = H ′
0 + V =

2
L

∑
q>0

∑
ε=+,−

[
(2πvF + g4)ρ̃ε(q)ρ̃†ε(q) + g2ρ̃ε(q)ρ̃

†
−ε(q)

]
(2.7.19)

and using (2.7.17), we arrive at

H = v
∑
q

|q|a†(q)a(q) , v =
1
2π

√
(2πvF + g4)2 − g2

2 (2.7.20)

under the choice
tanh(2θq) =

g2
2πvF + g4

(2.7.21)

showing that the elementary excitations are bosonic quasi-particles (charge density waves)
obeying the dispersion relation

ω = v|q| (2.7.22)

In the absence of interactions (g2 = g4 = 0), we have v = vF and the quasi-particles
travel at the speed of free Fermi particles.
Inclusion of spin degrees of freedom does not alter the above conclusion, but in addition
to density waves one obtains spin density waves.

2.8 Finite temperature
As in the bosonic case, we define the propagator as the ensemble average

Drs(~x, τ ; ~x′, τ ′) = −〈T [ψ(r)(~x, τ)ψ(s)†(~x′, τ ′)]〉 (2.8.1)

Similarly, we show that

Drs(~x, 0; ~x′, τ ′) = −Drs(~x, β; ~x′, τ ′) (2.8.2)

i.e., the propagator is anti-periodic in imaginary time with period β. We deduce the
Fourier representation

Drs(~x, τ ; ~x′, τ ′) =
1
β

∑
n

e−iωn(τ−τ ′)Drs(~x, ~x′;ωn) , ωn =
(2n+ 1)π

β
(2.8.3)
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and inversely,

Drs(~x, ~x′;ωn) =
∫ β

0

dτeiωnτDrs(~x, τ ; ~x′, 0) (2.8.4)

in the case where the propagator is only a function of the difference τ − τ ′.
For an ideal gas of fermions, the grand partition function is easily seen to be

Z =
2∏
r=1

∏

~k

1∑

N=0

(
e−β(Ek−µ)

)N
=

∏

~k

(
1 + e−β(Ek−µ)

)2

(2.8.5)

leading to the thermodynamic potential

Ω = − 1
β

lnZ = − 2
β

∑

~k

ln
(
1 + e−β(Ek−µ)

)
(2.8.6)

The mean number of particles is

〈N〉 = 2
(
∂Ω
∂µ

)

T,V

=
∑

~k

1
1 + e−β(Ek−µ)

(2.8.7)

This can also be derived by an argument based on the propagator, as in the bosonic
case. We also similarly obtain

E =
3
2
pV = 2

V

4π2
(2m)3/2

∫ ∞

0

dEk
E

3/2
k

eβ(Ek−µ) + 1
(2.8.8)

N = 2
V

4π2
(2m)3/2

∫ ∞

0

dEk
E

1/2
k

eβ(Ek−µ) + 1
(2.8.9)

At zero temperature (β →∞), the Fermi distribution becomes a step function,

1
eβ(Ek−µ) + 1

→ θ(µ− Ek) (2.8.10)

showing that all energy levels up to the Fermi energy EF = µ have been filled.
For the number of particles, we obtain

N = 2
V

4π2
(2m)3/2

∫ µ

0

dEk E
1/2
k = 2

V

4π2
(2m)3/2

2
3
µ3/2 (2.8.11)

Solving for µ, we obtain

µ(T = 0) = EF =
1

2m

(
3π2N

V

)2/3

(2.8.12)

confirming our earlier result (2.7.5).
The energy at T = 0 is

E = 2
V

4π2
(2m)3/2

∫ µ

0

dEk E
3/2
k = 2

V

4π2
(2m)3/2

2
5
µ5/2 =

3
5
EFN (2.8.13)
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and the pressure is finite (p = 2
3
E
V ).

At small but non-zero temperature, the energy can be written as

E = 2
V

4π2
(2m)3/2

[∫ µ

0

dEk E
3/2
k −

∫ µ

0

dEk
E

3/2
k

e−β(Ek−µ) + 1
+

∫ ∞

µ

dEk
E

3/2
k

eβ(Ek−µ) + 1

]

(2.8.14)

Adding the exponentially small (in the limit β → ∞) integral
∫ 0

−∞ dEk
E

3/2
k

e−β(Ek−µ)+1
to and changing variables Ek → 2µ− Ek in the second integral, we have

E = 2
V

4π2
(2m)3/2

[
2
5
µ5/2 +

∫ ∞

µ

dEk
E

3/2
k − (2µ− Ek)3/2

eβ(Ek−µ) + 1
+ . . .

]
(2.8.15)

The first contribution is similar to the T = 0 expression calculated above, except that
µ 6= EF and needs to be determined. The second contribution contains first-order
corrections to the zero-temperature result.
Changing variables to x = β(Ek − µ), we obtain

E = 2
V

4π2
(2m)3/2

[
2
5
µ5/2 +

1
β5/2

∫ ∞

0

dx
(x+ βµ)3/2 − (βµ− x)3/2

ex + 1
+ . . .

]

(2.8.16)
In the limit of large β (and finite µ ≈ EF ), we have (x + βµ)3/2 − (βµ − x)3/2 ≈
3x(βµ)1/2, therefore

E = 2
V

4π2
(2m)3/2

[
2
5
µ5/2 +

3
β2
µ1/2

∫ ∞

0

dx
x

ex + 1
+ . . .

]

= 2
V

4π2
(2m)3/2

[
2
5
µ5/2 + µ1/2π

2

4
(kBT )2 + . . .

]
(2.8.17)

The chemical potential is determined from

N = −
(
∂Ω
∂µ

)

T,V

=
2
3

(
∂E

∂µ

)
= 2

V

4π2
(2m)3/2

2
3

[
µ3/2 +

π2

8µ1/2
(kBT )2 + . . .

]

(2.8.18)
Solving for µ as a power series in T , we obtain

µ = EF − π2

12
1
EF

(kBT )2 + . . . (2.8.19)

The entropy is

S = −
(
∂Ω
∂T

)

µ,V

=
2
3

(
∂E

∂T

)

µ,V

= 2
V

4π2
(2m)3/2

2
3

[
µ1/2π

2

2
k2
BT + . . .

]

= NkB
π2

2
1

βEF
+ . . . (2.8.20)
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and the heat capacity is

CV = T

(
∂S

∂T

)

V,N

= NkB
π2

2
1

βEF
+ . . . (2.8.21)

vanishing linearly with temperature as T → 0.
At high temperatures (β → 0), we obtain the standard result

CV → 3
2
kBN (2.8.22)

due to Boltzmann statistics (same as in the bosonic case). There is no discontinuity as
we go from low to high temperature (unlike in the bosonic case).

2.9 Superconductors

The microscopic model of Bardeen, Cooper and Schrieffer (BCS) explains the proper-
ties of simple superconductors in terms of a few experimental parameters. It is based
on the observation that at low temperatures an instability develops and a condensate
forms consisting of a pair of electrons of opposite spin forming a system of zero spin
(Cooper pairs). These composite particles are bosons and can undergo Bose condensa-
tion. Define the gap by

∆ = g〈ψ(2)(~x)ψ(1)(~x)〉 (2.9.1)

Below a certain (critical) temperature, ∆ 6= 0. To simplify the discussion, we shall as-
sume a uniform medium so that ∆ is constant. g > 0 is a coupling constant determined
by the effective attractive interaction between electrons close to the Fermi surface. We
shall approximate this interaction by a contact potential of strength g > 0. The grand
canonical Hamiltonian is

H − µN = −
2∑
r=1

∫
d3xψ(r)†(~x)

[
1

2m
∇2 + µ

]
ψ(r)(~x)

−g
2

2∑
r,s=1

∫
d3xψ(r)†(~x)ψ(s)†(~x)ψ(s)(~x)ψ(r)(~x) (2.9.2)

Expanding around the condensate, we obtain

H − µN = −
2∑
r=1

∫
d3xψ(r)†(~x)

[
1

2m
∇2 + µ

]
ψ(r)(~x)

−
∫
d3x

[
∆ψ(1)†(~x)ψ(2)†(~x) + h.c.

]

−
∫
d3x

[
gψ(1)†(~x)ψ(2)†(~x)−∆∗

] [
gψ(2)(~x)ψ(1)(~x)−∆

]

(2.9.3)
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where we discarded an irrelevant constant term. The last term is small and can be
neglected. We arrive at the BCS effective Hamiltonian

KBCS = −
2∑
r=1

∫
d3xψ(r)†(~x)

[
1

2m
∇2 + µ

]
ψ(r)(~x)

−
∫
d3x

[
∆ψ(1)†(~x)ψ(2)†(~x) + h.c.

]
(2.9.4)

This is in fact a self-consistent formulation (Hartree-Fock approximation) because the
condensate (2.9.1) is an ensemble average evaluated with the grand canonical Hamil-
tonian KBCS .
To understand the dynamics, notice that the time-dependent fields obey the field equa-
tions

∂τψ
(r) =

[
1

2m
∇2 + µ

]
ψ(r) + ∆εrsψ(s)† (2.9.5)

where εrs is an anti-symmetric matrix with ε12 = 1.
For the propagator (2.8.1), we deduce
[
−∂τ +

1
2m

∇2 + µ

]
D11(~x, τ ; ~x′, 0)+∆D̂12∗(~x, τ ; ~x′, 0) = δ3(~x−~x′)δ(τ) (2.9.6)

where
D̂rs(~x, τ ; ~x′, τ ′) = −〈T [ψ(r)(~x, τ)ψ(s)(~x′, τ ′)]〉 (2.9.7)

For this new propagator, we find similarly
[
∂τ +

1
2m

∇2 + µ

]
D̂12∗(~x, τ ; ~x′, 0)−∆∗D11(~x, τ ; ~x′, 0) = 0 (2.9.8)

We need to solve the system of equations (2.9.6) and (2.9.8) together with the self-
consistency condition (gap equation) (2.9.1), which may be written as

Eg = gD̂12(~x, 0+; ~x, 0) (2.9.9)

Introducing the Fourier representation (2.8.3), the three equations to be solved read,
respectively,

[
iωn +

1
2m

∇2 + µ

]
D11(~x, ~x′;ωn) + EgD̂12∗(~x, ~x′;ωn) = δ3(~x− ~x′) (2.9.10)

[
−iωn +

1
2m

∇2 + µ

]
D̂12∗(~x, ~x′;ωn)− E∗gD11(~x, ~x′;ωn) = 0 (2.9.11)

Eg =
g

β

∑
n

D̂12(~x, ~x;ωn) (2.9.12)

The first two equations are easily solved by taking Fourier transforms in ~x turning them
into algebraic equations. We deduce

D11(~x, ~x′;ωn) = −
∫

d3k

(2π)3
ei
~k·~x iωn + Ek − µ

ω2
n + (Ek − µ)2 + |Eg|2 (2.9.13)
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D̂12(~x, ~x′;ωn) =
∫

d3k

(2π)3
ei
~k·~x Eg

ω2
n + (Ek − µ)2 + |Eg|2 (2.9.14)

The gap equation reads

1 =
g

β

∑
n

∫
d3k

(2π)3
1

ω2
n + (Ek − µ)2 + |Eg|2 (2.9.15)

where we divided both sides by Eg . The series can be evaluated by splitting

1
ω2
n + δ2k

=
1

2δk

[
1

iωn + δk
− 1
iωn − δk

]
, δk =

√
(Ek − µ)2 + |Eg|2 (2.9.16)

and using (1.8.20). We obtain

∑
n

1
ω2
n + δ2k

=
β

2δk
tanh

βδk
2

(2.9.17)

and the gap equation reads

1 = g

∫
d3k

(2π)32δk
tanh

βδk
2

(2.9.18)

The range of integration is a narrow shell around the Fermi surface of width ωD =
kBθD ¿ EF (Debye energy). Switching variables to ω = Ek − µ, we obtain

1 = g
mkF
4π2

∫ ωD

−ωD

dω√
ω2 + |Eg|2

tanh

√
ω2 + |Eg|2
2kBT

(2.9.19)

As T → 0, we obtain

|Eg| → Eg = 2ωDe
− 2π2

mkF g (2.9.20)

The gap vanishes at the critical temperature Tc, so

1 = g
mkF
2π2

∫ ωD

0

dω

ω
tanh

ω

2kBTc
= g

mkF
2π2

∫ ωD/(2kBTc)

0

dx

x
tanhx (2.9.21)

Integrating by parts, we obtain

2π2

mkF g
= [lnx tanhx]ωD/(2kBTc)

0 −
∫ ωD/(2kBTc)

0

dx
lnx

cosh2 x
(2.9.22)

In the last integral we can replace ωD/(2kBTc) with ∞, because it’s large. We finally
arrive at

kBTc =
2eγ

π
ωDe

− 2π2
mkF g ≈ 1.13ωDe

− 2π2
mkF g (2.9.23)

Notice that the ratio
Eg
kBTc

= πe−γ ≈ 1.76 (2.9.24)

is a universal constant independent of the material.



UNIT 3

Photons (spin 1)

3.1 Massive fields

3.1.1 The classical theory
We have already seen how to build a theory of relativistic scalar (spin-0) and spinor
(spin-1/2) fields. Including relativity was simple for the scalar - the Klein-Gordon
equation (1.2.33) provided a relativistic description. The spinor was a little trickier.
A non-relativistic spinor has two degrees of freedom (e.g., ↑ (up) or ↓ (down)), but
the relativistic spinor had to have four components (massive Dirac field). We saw that
the extra two degrees of freedom had a physical meaning: they represented the anti-
particle. Thus, including relativity led to the necessary existence of anti-particles for
spinors.1

Now we wish to include photons into the picture, which are vectors (spin-1 particles).
Naı̈vely, they have three degrees of freedom, however they only come with transverse
polarization, so they really only have two degrees of freedom. This is possible only
because they are massless, so they always travel at the speed of light. There is no
non-relativistic description of photons!
To draw on familiar concepts, imagine that the photon has a small mass. Then, being a
vector, it will have to have three degrees of freedom (“transversality” is a meaningless
concept, because the photon can now be at rest). If we include relativity, the smallest
object that constains a vector (and can therefore accommodate the degrees of freedom
of the photon) is a four-vectorAµ. This has four components: ~A is the actual vector and
A0 is a scalar (from a three-dimensional (non-relativistic) point of view). Therefore, it
appears that a relativistic vector particle must have four degrees of freedom. What is
the physical meaning of the fourth degree of freedom?
To answer this question, let us construct a Lagrangian density. For the “kinetic-energy”
term, we have two possibilities (cf. the scalar case (1.2.32)),

∂µA
ν∂µAν , ∂µA

ν∂νA
µ (3.1.1)

1The real scalar field is its own anti-particle, which is why nothing exciting occurs when one includes
relativity.
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All others may be obtained from the above by adding total derivatives. For the mass
term, we only have one possibility,

m2AµA
µ (3.1.2)

Thus, the most general Lagrangian density is

L = − 1
2 (∂µAν∂µAν + a∂µA

ν∂νA
µ −m2AµA

µ) (3.1.3)

We shall assume that m 6= 0. The massless case (m = 0) will be discussed later. The
field equation is

∂µ∂
µAν + a∂µ∂νA

µ +m2Aν = 0 (3.1.4)

It admits plane-wave solutions,

Aµ = eµe
−ip·x (3.1.5)

where eµ is the polarization vector. Plugging into the field equation, we obtain

−p2eν − apνe · p+m2eν = 0 (3.1.6)

This is easily solved in the rest frame in which pµ = (M,~0), where M does not
necessarily coincide with m. We obtain

(m2 −M2)eν = apνe · p (3.1.7)

Four linearly independent polarizations are

e(0)µ =




1
0
0
0


 , e(1)µ =




0
1
0
0


 , e(2)µ =




0
0
1
0


 , e(3)µ =




0
0
0
1


 (3.1.8)

e
(0)
µ represents longitudinal polarization (e(0)µ ∝ pµ), the rest are transverse (e(i) · p =

0). For the longitudinal polarization, we deduce from (3.1.7), setting ν = 0, that
pµ = Me

(0)
µ (valid in arbitrary frame) and

M2 =
m2

1 + a
(3.1.9)

Thus we get a scalar particle of mass M (you can tell it is a Lorentz scalar because it
has no direction other than pµ). The other three transverse polarizations all have (since
the right-hand side of (3.1.7) vanishes)

M2 = m2 (3.1.10)

They form a vector particle of mass m.
If we want to build a theory of vector particles only, we’d better get rid of the scalar.
That’s easy: let

M →∞ (3.1.11)
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then the scalar becomes infinitely heavy and decouples. Thus we ought to choose

a = −1 (3.1.12)

In this case, the longitudinal polarization e(0)µ is no longer a possibility: eq. (3.1.7)
leads to m2 − M2 = −M2 and so m = 0, which is a case we are not currently
considering. Therefore, only transverse polarizations may exist, i.e., p ·e = 0. In terms
of Aµ (Fourier transform), we have

∂µA
µ = 0 (3.1.13)

This is a constraint subtracting one degree of freedom from the original four. We end
up with three degrees of freedom, as desired. How did it come about?
The field equation with a = −1 reads

∂µFµν = −m2Aν , Fµν = ∂µAν − ∂νAµ (3.1.14)

If m = 0, these are the Maxwell equations (without currents) in electrodynamics.
Taking the divergence of both sides, we obtain

∂ν∂µFµν = −m2∂νAν (3.1.15)

SinceFµν is anti-symmetric, the left-hand side vanishes, showing that the constraint (3.1.13)
is necessary for the consistency of the field equations if a = −1. The latter may be
written as (eq. (3.1.14) with (3.1.13))

∂µ∂
µAν +m2Aν = 0 (3.1.16)

showing that each component of Aµ satisfies the Klein-Gordon equation (1.2.33).

3.1.2 Canonical quantization
The Lagrangian density (3.1.3) with a = −1 may be written as

L = − 1
4FµνF

µν + 1
2m

2AµA
µ (3.1.17)

The conjugate momenta are

E0 =
∂L

∂(∂0A0)
= 0 , Ei =

∂L
∂(∂0Ai)

= F0i (3.1.18)

Thus, there are only three momenta, as expected, since there are only three degrees of
freedom. I called them Ei instead of the customary Πi, because they coincide with the
“electric” field F0i. Since E0 = 0, it follows that A0 is not a dynamical field. It can be
expressed through the other fields by using the field equation (3.1.14) for ν = 0,

A0 = − 1
m2

~∇ · ~E (3.1.19)

The Hamiltonian density is
H = ~E · ∂0

~A− L (3.1.20)
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The Lagrangian density may be written as

L = 1
2
~E2 − 1

2
~B2 − 1

2m
2 ~A2 + 1

2m
2(A0)2 (3.1.21)

where ~B = ~∇× ~A is the “magnetic” field. Then the Hamiltonian density is given by

H = 1
2
~E2 + 1

2
~B2 + 1

2m
2 ~A2 − 1

2m
2(A0)2 − ~∇ · ~EA0 (3.1.22)

where I omitted a divergence, ~∇·(A0
~E). Using (3.1.19) to eliminate the non-dynamical

field A0 , we arrive at

H = 1
2
~E2 + 1

2
~B2 + 1

2m
2 ~A2 +

1
2m2

(~∇ · ~E)2 (3.1.23)

a manifestly positive quantity written explicitly in terms of the three fields ~A and their
conjugate momenta ~E. It is a quadratic expression, so quantization proceeds along the
same lines as in the Klein-Gordon case.
3.1.3 The massless limit
If m = 0, we should recover the photon which has two degrees of freedom. However,
the massive vector has three degrees of freedom no matter how small m is. Is there a
discontinuity? If so, we would easily be able to tell if the photon had a mass (even tiny)
by looking at the specific heat of a black body (e.g., the Sun). Since only two degrees
of freedom contribute to the specific heat of the Sun (three degrees of freedom would
produce a 50% higher measurement), are we to conclude that the photon is exactly
massless? Or, does the third degree of freedom (the longitudinal one, i.e., ~e ∝ ~p, not to
be confused with the “longitudinal” polarization discarded earlier, eµ ∝ pµ) somehow
decouple as m → 0? It turns out that the latter is the case, so no measurement can
ever tell us for sure that the photon is exactly massless. Let’s see how this decoupling
occurs.
CoupleAµ to matter represented by a current Jµ. The Lagrangian density (3.1.17) gets
an additional term,

L = − 1
4FµνF

µν + 1
2m

2AµA
µ −AµJ

µ (3.1.24)

The field equation (3.1.14) is modified to

∂µFµν +m2Aν = Jν (3.1.25)

Taking its divergence and using the constraint (3.1.13), we conclude

∂νJ
ν = 0 (3.1.26)

showing that the current Jµ must be conserved. The current will emit “photons” due
to its coupling. The amplitude for the emission of a “photon” with momentum pµ and
polarization eµ is

A ∼ e · J̃(p) (3.1.27)

where J̃µ is the Fourier transform of Jµ. Choose axes so the ~p is along the z-axis.
Then

pµ = (E 0 0 p) , E =
√
m2 + p2 (3.1.28)
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Since p · e = 0 (from the constraint (3.1.13)), there are three possible polarizations
(linearly independent). Choose

e(1)µ =




0
1
0
0


 , e(2)µ =




0
0
1
0


 , e(3)µ =

1
m




p
0
0
E


 (3.1.29)

normalized by e2 = −1. e(3)µ represents longitudinal polarization (~e(3) ∝ ~p), the other
two are transverse (~e(i) ⊥ ~p, i = 1, 2).
From current conservation (3.1.26) we have p · J̃ = 0 and so

EJ̃0 − pJ̃3 = 0 (3.1.30)

The amplitude for the emission of a transverse mode is

A(i) ∼ e(i) · J̃ = J̃ i (i = 1, 2) (3.1.31)

whereas for the longitudinal mode we obtain

A(3) ∼ e(3) · J̃ =
1
m

(pJ̃0 − EJ̃3) = −m
p
J̃0 (3.1.32)

where we used (3.1.30) to eliminate J̃3. Thus, as m→ 0, A(3) → 0, i.e., the emission
of a longitudinal mode is suppressed. In a black body, these modes cannot be in thermal
equilibrium with the other two (transverse) states, unless we wait for a very long time
(o(1/m)).

3.2 Electrodynamics

3.2.1 Gauge invariance

Set m = 0 in (3.1.24). We obtain

L = − 1
4FµνF

µν −AµJ
µ (3.2.1)

leading to the field equations
∂µF

µν = Jν (3.2.2)

which are the Maxwell equations of electrodynamics. Taking divergences of both sides,
we deduce

∂νJ
ν = 0 (3.2.3)

i.e., the current must be conserved. This is necessary for the consistency of the field
equations and not an input to the theory. We know from our discussion above that
one of the degrees of freedom decouples in this massless limit leaving only two (trans-
verse) degrees of freedom. We would like to understand this in the context of the
Lagrangian (3.2.1) without reference to limits of other (physically irrelevant) theories.
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To this end, observe that the theory defined by (3.2.1) has a local symmetry (gauge symmetry).
Under the gauge transformation

Aµ → Aµ + ∂µω (3.2.4)

where ω(xµ) is an arbitrary function of spacetime, Fµν is invariant and the Lagrangian
density changes by

δL = ∂µFµ , Fµ = −ωJµ (3.2.5)

where I used (3.2.3). The Noether current is found from (1.5.5),

Kµ = Fµν∂νω + ωJµ (3.2.6)

The conserved charge is

Q =
∫
d3K0 =

∫
d3x(~∇ · ~E − ρ)ω (3.2.7)

where ~E is the electric field, ρ = J0 is the electric charge density and I discarded a
total divergence. This charge generates gauge transformations and is given by Gauss’s
Law. This also implies that the charge vanishes identically!
To see what this means, compare with a global symmetry, e.g., translational invariance,
which implies conservation of momentum, Pµ, which is the Noether charge that gen-
erates the transformations (translations). To be concrete, consider our solar system and
let ~x¯ be the position of the Sun. If the Sun had made a primordial decision to locate
at ~x¯ + ~a, it would be OK, as long as all the planets moved by ~a as well. This would
have resulted in an equivalent system, albeit a different one. There is nothing special
about ~x¯, it just happened to be our Sun’s choice.
As another example, consider the elliptical orbit of the Earth around the Sun. The axis
of the ellipse is arbitrary. The Earth would be just as happy with any other choice of
axis. All axes are related to each other by rotations which are generated by angular
momentum (the Noether charge). They correspond to distinct but equivalent systems.
In the case of gauge transformations, since Q = 0, when applied to an observable, it
does not change it,

δO ∼ [Q,O] = 0 (3.2.8)

Thus, two vector potentials related to each other by a gauge transformation (3.2.4)
(gauge-equivalent) represent the same physical system, not merely two equivalent sys-
tems. We may select one Aµ out of all possible vector potentials in an equivalence
class and the choice is arbitrary. This can be done by imposing a constraint, which is
often referred to as choosing a gauge. This is what reduces the number of degrees of
freedom from three to the observed two for the photon.
EXAMPLE: Choose the axial gauge,

A3 = 0 (3.2.9)

GivenAµ, we can find the potential Āµ which is gauge-equivalent toAµ and obeys (3.2.9),
by choosing

ω = −
∫ z

−∞
A3 (3.2.10)
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Using (3.2.4), we find Ā3 = 0, as desired. The choice of Āµ is unique if we assume
ω vanishes at infinity. Indeed, if there were two different gauge-equivalent potentials
satisfying (3.2.9), then ∂3ω = 0 for some ω 6= 0, so ω would be independent of z and
equal to its value as z →∞ which, by assumption is zero; a contradiction.
In this case the number of degrees of freedom are explicitly two: A1 and A2 (A0 is not
dynamical).
3.2.2 Canonical quantization
Working in the axial gauge (3.2.9), there are only two dynamical fields, A1 and A2.
Switching to the Hamiltonian formalism, we have two conjugate momenta,

Ei = F0i , i = 1, 2 (3.2.11)

These are two of the components of the electric field. The z-component is given in
terms of the time component of the vector potential,

E3 = −∂3A0 (3.2.12)

which in turn is expressed in terms of the dynamical fields via Gauss’s Law,

∂2
3A0 = J0 + ∂1E1 + ∂2E2 (3.2.13)

The Hamiltonian density is
H = ~E · ∂0

~A− L (3.2.14)

(recall that there is no third component in ~A). The Lagrangian density may be written
as

L = 1
2 ( ~E2 − ~B2)−AµJ

µ (3.2.15)

where ~B = ~∇× ~A is the magnetic field. We obtain

H = 1
2 ( ~E2 + ~B2) + ~A · ~J (3.2.16)

which is the standard form of the electromagnetic energy. It is written explicitly in
terms of the dynamical fields A1 and A2 and their conjugate momenta E1 and E2.
Being quadratic in the fields, its quantization proceeds as in the scalar case. Unitarity
is manifest, but Lorentz invariance is not (even rotational invariance is elusive). Fortu-
nately, due to the gauge symmetry, to establish Lorentz invariance, we may work in a
different gauge. All gauge choices lead to the same physical results.
3.2.3 The Lorentz gauge
Here is a gauge choice that will lead to manifestly Lorentz-invariant results (the Lorentz gauge)

∂µA
µ = 0 (3.2.17)

The Lagrangian density (3.2.1) may be modified to

L = − 1
4FµνF

µν − 1
2λ

(∂µAµ)2 −AµJ
µ (3.2.18)
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where λ is an arbitrary parameter. The additional term vanishes on account of the
gauge-fixing condition (3.2.17) and should not affect any physical quantities (they
should all be independent of λ). The field (Maxwell) equations now read

∂µF
µν − 1

λ
∂ν∂µA

µ = Jν (3.2.19)

They can be solved in terms of the Green function (Feynman propagator) Dµν
F satisfy-

ing (
ηµν∂

2 − ∂µ∂ν +
1
λ
∂µ∂ν

)
Dνρ
F (x) = iδρµδ

4(x) (3.2.20)

We obtain

Aµ(x) = i

∫
d4yDµν

F (x− y)Jν(y) (3.2.21)

The propagator can be written as (cf. eq. (1.4.19))

Dµν
F (x− y) = 〈0|T (Aµ(x)Aν(y))|0〉 (3.2.22)

To calculate it, take Fourier transforms,

Dµν
F (x) =

∫
d4k

(2π)4
e−ik·x D̃µν

F (k) (3.2.23)

We deduce (
ηµνk

2 − kµkν +
1
λ
kµkν

)
D̃νρ
F = −iδρµ (3.2.24)

Notice that in the absence of λ (λ → ∞), eq. (3.2.24) cannot be solved because the
matrix multiplying the propagator is not invertible (dot both sides of (3.2.24) with kµ

to obtain a contradiction). The general form of D̃µν
F dictated by its tensor structure is

D̃µν
F =

−i
k2 + iε

(
Aηµν +B

kµkν

k2

)
(3.2.25)

where A and B are dimensionless coefficients and iε was added as in the scalar case
(eq. (1.4.16) with m = 0). It determines which poles contribute and defines the bound-
ary conditions for the Green function.
Plugging (3.2.25) into (3.2.24), we obtain the unique solution A = 1, B = λ − 1.
Therefore,

D̃µν
F =

−i
k2 + iε

(
ηµν + (λ− 1)

kµkν

k2

)
(3.2.26)

Standard choices:
• Feynman gauge: λ = 1,

D̃µν
F =

−i
k2 + iε

ηµν (3.2.27)

It gives the simplest expression for the propagator.
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• Landau gauge: λ = 0,

D̃µν
F =

−i
k2 + iε

(
ηµν − kµkν

k2

)
(3.2.28)

It shows transversality explicitly: kµD̃
µν
F = 0, or ∂µD

µν
F = 0.

The propagator depends on the arbitrary parameter λ. This is not a problem, because
unlike in the scalar and spinor cases, the propagator (3.2.22) is not a physical quantity
(since Aµ isn’t). Here are some physical quantities:

• The coupling of two currents:

A = J̃ (1)
µ D̃µν

F J̃ (2)
ν (3.2.29)

For a conserved current, kµJ̃µ(k) = 0, so

A = J̃ (1)
µ

−i
k2 + iε

J̃ (2)µ (3.2.30)

In the static case, this gives the Coulomb potential.

• The two-point function

Dµν;ρσ(x, y) = 〈0|T (Fµν(x)Fρσ(y))|0〉 (3.2.31)

Taking Fourier transforms, we obtain

D̃µν;ρσ =
−i

k2 + iε
(ηνσkµkρ − ηµσkνkρ − ηνρkµkσ + ηµρkνkσ) (3.2.32)

Both physical quantities are independent of λ.
While Lorentz invariance has been manifest throughout our discussion in the Lorentz
gauge, unitarity is far from obvious. Indeed, if you compare the propagator in the Feyn-
man gauge (eq. (3.2.27) to the massless scalar propagator (1.4.16), you realize that the
temporal component of the former (D00

F ) has the wrong sign! To see the significance of
this observation, let us have a closer look at the scalar propagator (1.4.19). To simplify
the notation, arrange the ordering so that x0 > y0 and insert a complete set of states,

I =
∫
d3Σk

|~k〉〈~k|
〈~k|~k〉

+
∑
n

|n〉〈n|
〈n|n〉 (3.2.33)

where I separated the one-particle states (eq. (1.3.22)) from the rest (with two or more
particles). Moreover, instead of assuming that the states are normalized, I explicitly
divided by their respective norms. Eq. (1.4.19) may be written as

DF (x− y) =
∫
d3Σk

〈0|φ(x)|~k〉〈~k|φ(y)|0〉
〈~k|~k〉

+
∑
n

〈0|φ(x)|n〉〈n|φ(y)|0〉
〈n|n〉 (3.2.34)
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A state |n〉 contains two or more creation operators, therefore it is orthogonal to φ|0〉
which only contains one creation operator. It follows that only one-particle states con-
tribute to the propagator. Moreover, by translation invariance of the vacuum,

〈0|φ(x)|~k〉 = e−ik·x〈0|φ(0)|~k〉 (3.2.35)

where I used (1.3.35) and (1.3.33). Therefore,

DF (x− y) =
∫
d3Σke−ik·(x−y)

|〈0|φ(x)|~k〉|2
〈~k|~k〉

(3.2.36)

This agrees with the expression we derived before (eq. (1.4.4) and use (1.3.19)) if the
inner products are equal to 1 (as was the case for a scalar). Now this expression is to
be compared with the propagator (3.2.23) in the Feynman gauge (expression (3.2.27)),

Dµν
F (x− y) =

∫
d4k

(2π)4
e−ik·(x−y)

−iηµν
k2 + iε

(3.2.37)

Since x0 > y0, to integrate over k0, we ought to close the contour in the upper-half
plane. We obtain

Dµν
F (x− y) = −ηµν

∫
d3Σk e−ik·(x−y) (3.2.38)

where we expressed the measure as in (1.3.19). The only way the temporal component
D00
F can agree with (3.2.36) is if the states contributing have negative norm (〈~k|~k〉 <

0)! These states are called ghosts and lead to negative probabilities and a potential
breakdown of unitarity. To show that no calamities occur one needs to show that ghosts
do not contribute to physical quantities. This is a tedious exercise, but fortunately, it
is unnecessary. Since we have already established the unitarity of the theory working
in a different gauge (tha axial gauge), there is no need to repeat this exercise here
(in the Lorentz gauge). On the other hand, Lorentz invariance is manifest making it
unnecessary to prove it in the axial gauge, where it was far from obvious. Gauge
invariance guarantees that no matter which gauge one adopts, the theory will be unitary
and Lorentz invariant.

3.2.4 Adding scalars
Gauge invariance is such a powerful symmetry that it will guide us in building interac-
tive theories. We start with a complex scalar for which the Lagrangian density is given
by (1.5.62) and repeated for convenience here,

L = ∂µψ∂
µψ∗ −m2ψ∗ψ (3.2.39)

It possesses an internal U(1) symmetry

ψ(x) → eiθψ(x) (3.2.40)

leading to the (conserved) Noether current

jµ = i(ψ∂µψ∗ − c.c.) (3.2.41)



3.2 Electrodynamics 75

and charge Q =
∫
d3xj0. We would like to couple this scalar to the vector potential

so that jµ can be considered an electric current. Notice that we could not have chosen
a real field because it has no similar current (its excitations are neutral particles which
are their own anti-particles).
To make use of gauge symmetry, we shall gauge the global U(1) symmetry (3.2.40)
allowing θ to depend on spacetime,

ψ(x) → e−ieω(x)ψ(x) (3.2.42)

where e is an arbitrary constant and ω is the same function that appeared in the gauge
transformation of the vector potential (3.2.4), Aµ → Aµ + ∂µω. The Lagrangian is
not invariant under the local transformation (3.2.42). This may easily be remedied by
introducing the gauge derivative

Dµ = ∂µ + ieAµ (3.2.43)

Under a gauge transformation, it transforms as

Dµ → e−ieωDµe
ieω (3.2.44)

Therefore, Dµψ transforms like ψ. If we replace ∂µ → Dµ in the Lagrangian (3.2.39),
the modified Lagrangian density

L = |Dµψ|2 −m2|ψ|2 (3.2.45)

is obviously gauge-invariant. The electric current is defined by

Jµ =
∂L
∂Aµ

= ie(ψ(Dµψ)∗ − c.c.) (3.2.46)

It may also be obtained from jµ (eq. (3.2.41)) by the replacement ∂µ → Dµ together
with the additional factor e. It is a gauge-invariant quantity. It is also conserved, as a
short calculation shows,

∂µJ
µ = ie{|Dµψ|2 −m2|ψ|2 − c.c.} = 0 (3.2.47)

The stress-energy tensor may also be deduced from the Noether current under transla-
tions (xµ → xµ + aµ). In the absence of a vector potential, this is a symmetry of the
theory and we obtain (cf. eq. (1.5.16))

T νµ =
∂L

∂(∂νψ)
∂µψ +

∂L
∂(∂νψ∗)

∂µψ
∗ − δνµL

= ∂µψ∂
νψ∗ + ∂µψ

∗∂νψ − δνµ(|∂αψ|2 −m2|ψ|2) (3.2.48)

In the presence of Aµ, there is no symmetry under translations, in general, so the
stress-energy tensor cannot be obtained as a Noether current. It is easy to turn the
above expression into a gauge-invariant quantity by replacing ∂µ → Dµ. We obtain

T νµ = Dµψ(Dνψ)∗ + (Dµψ)∗Dνψ − δνµ(|Dαψ|2 −m2|ψ|2) (3.2.49)



76 UNIT 3: Photons (spin 1)

This is no longer expected to be conserved. A short calculation yields

∂νT
ν
µ = FµνJ

ν (3.2.50)

The right-hand side is the Lorentz four-force density. To bring it to a more familiar
form, integrate over space. The left-hand side gives the time-derivative of the total
four-momentum, ∫

d3x∂νT
ν
µ =

dPµ
dt

, Pµ =
∫
d3xT 0

µ (3.2.51)

where we discarded a divergence. For the spatial components, we obtain the total force,

~F =
d~P

dt
=

∫
d3x(ρ ~E + ~J × ~B) (3.2.52)

which is the familiar form of the Lorentz force.
3.2.5 The Higgs mechanism
As we already know, the complex scalar field can couple to the electromagnetic field.
The presence of the Mexican-hat potential does not alter this. The Lagrangian density
is

L = −1
4
FµνF

µν + |Dµφ|2 − λ

(
|φ|2 − v2

2

)2

(3.2.53)

where Dµ is the gauge derivative (3.2.43). It has a U(1) gauge (local) symmetry. In
terms of the field σ, the gauge transformation is

σ → σ − eω (3.2.54)

therefore different values of σ correspond to the same unique ground state. All previ-
ously distinct ground states are now in the same gauge equivalency class. It follows
that σ is not a dynamical field; in other words the Goldstone boson has disappeared!
This is the Higgs mechanism: once the symmetry is gauged, there is no spontaneously
broken symmetry and no massless boson.
In terms of ρ and σ, the Lagrangian density reads

L = −1
4
FµνF

µν +
1
2
∂µρ∂

µρ+
1
2
ρ2(∂µσ + eAµ)2 − λ

4
(ρ2 − v2)2 (3.2.55)

and is invariant under the gauge transformation

Aµ → Aµ + ∂µω , σ → σ − eω , ρ→ ρ (3.2.56)

To fix the gauge, we may simply choose

σ = 0 (3.2.57)

showing explicitly that σ is not a dynamical field, since it is not even present.
In terms of ρ′,

L = −1
4
FµνF

µν +
e2v2

2
AµA

µ +
1
2
∂µρ

′∂µρ′ − λv2ρ′2 + interactions (3.2.58)
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so the system consists of a massive vector field of mass

mV = ev (3.2.59)

and a scalar of mass
mS =

√
2λv2 (3.2.60)

What happens in the limit e → 0? The vector field becomes massless reducing its
degrees of freedom from 3 to 2. We have already seen what happens to the third degree
of freedom: it decouples from the other two turning into a scalar. In the present case, it
turns into the Goldstone boson! Thus, in the limit e → 0, the massive vector spits off
(or “throws up”) a Goldstone boson and turns into a transverse photon.
Following this in reverse, as we switch on e (e 6= 0), the photon “eats” the Goldstone
boson and becomes massive increasing its degrees of freedom by one.
3.2.6 Adding spinors
A massive spinor field ψ(x) is described by the Dirac Lagrangian density (2.3.5) which
possesses a global symmetry (eq. (2.3.19)). As with the scalar field, we need to gauge
this symmetry to add electromagnetic interactions. The modification is simple; replace
∂µ → Dµ. The resulting Lagrangian density is

L = ψ̄(iγµ∂µ −m)ψ −AµJ
µ , Jµ = eV µ (3.2.61)

where V µ is the Noether current (2.3.17) under the symmetry (2.3.19). The electro-
magnetic current is obtained by multiplying the Noether current by the unit charge
e.
3.2.7 Superconductors
As an example, we shall use ψ to describe Cooper pairs in a superconductor (BCS
theory). These are pairs of electrons which (unlike spin-1/2 electrons) obey Bose-
Einstein statistics, since they have integer spin. This way, they manage to avoid the
Pauli exclusion principle and be in the same state at low enough temperatures. Suppose
ψ is given by a plane wave, in the rest frame of which we simply have

ψ = ψ0e
−imt (3.2.62)

since pµ = (m,~0). Immerse this in a static magnetic field ~B = ~∇ × ~A with d ~A
dt = 0

and assume vanishing electric field, ~E = 0, so A0 = 0. The charge density is given by
the time component of (3.2.47),

ρ = J0 = 2em|ψ0|2 (3.2.63)

The current density is similarly found to be

~J = −e2|ψ0|2 ~A = − ρe

2m
~A (3.2.64)

which is the London equation. It is curious that a physical quantity ( ~J) is proportional
to an unphysical quantity ( ~A). This is not a cause for alarm, because with my assump-
tions I have actually fixed the gauge (Lorentz gauge, ∂µAµ = 0, same as the Coulomb
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gauge ~∇ · ~A = 0, since I set A0 = 0). It shows that ~A has physical meaning by itself
and is not merely a useful mathematical devise to define electric and magnetic fields.
Ampère’s Law (three of the Maxwell equations (3.2.2)) becomes

~∇× ~B = − ρe

2m
~A (3.2.65)

Taking curls and using ~∇× (~∇× ~B) = ~∇(~∇ · ~B)−∇2 ~B and ~∇ · ~B = 0, we obtain

∇2 ~B =
1
λ2

~B , λ =
√

ρe

2m
(3.2.66)

where λ is a length scale. If ψ occupies the region z > 0 and a constant magnetic field
~B = B0x̂ is applied in empty space z < 0, then the solution for z > 0 is

B = B0e
−z/λx̂ (3.2.67)

(the other solution is discarded because it blows up as z → +∞). This shows that the
magnetic field cannot penetrate the superconductor (Meissner effect).
You may be wondering why this description is not valid for an ordinary conductor.
After all, they are the same system - only the temperature changes. The answer is that
an ordinary conductor is not in a coherent state and cannot be described by a quantum
field. This is why it develops resistance when a current runs through it. Superconduc-
tors are examples of rare macroscopic quantum systems.
3.2.8 The Aharonov-Bohm effect
As we showed in eq. (3.2.42), by gauge invariance ψ(x) and e−ieω(x)ψ(x) represent
the same physical system. Therefore, the phase of a field has no physical meaning.
On the other hand, from interference experiments we know that the relative phase does
have physical meaning. We need a gauge-invariant way to compare phases of particles,
e.g., electrons. 2

Suppose we move the particle from xµ to xµ + εµ (infinitesimally). Then the wave-
function changes from ψ(x) to ψ(x + ε) ≈ ψ(x) + εµ∂µψ. The phase will change,
but

δψ = εµ∂µψ (3.2.68)

cannot tell us how, because it is not a gauge-invariant quantity.
This is similar to parallel transport along a curved surface. You do your best to keep a
vector parallel to itself, but that is impossible due to curvature. Instead of the ordinary
derivative, the covariant derivative vanishes, which defines parallel transport.
Similarly, in the presence of a vector potential Aµ, the phase of the particle changes so
that the gauge derivative (3.2.43) vanishes,

εµDµψ = 0 (3.2.69)

It follows that

ψ(x+ ε) = ψ(x) + εµ∂µψ = ψ(x)− ieεµA
µψ(x) ≈ e−ieε·Aψ(x) (3.2.70)

2Electrons are actually described by spinors, but their properties under Lorentz transformations are not
important for the purposes of this discussion.
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This can be easily exponentiated: for transport from x to y, we have

ψ(y) = e−ie
R y

x
dx·Aψ(x) (3.2.71)

The phase clearly depends on the path. For a closed loop, we obtain a phase (Wilson loop)

e−ie
H
A·dx (3.2.72)

which is a gauge-invariant quantity.
This can be verified experimentally: send electrons from point ~x to ~y in the presence
of a vector potential created by a solenoid of flux

Φ =
∫
d~S · ~B =

∮
d~x · ~A (3.2.73)

where we used Stokes’ theorem.
Electrons going through different paths, C1 and C2 on either side of the solenoid will
interfere. The relative phase is

e
−ie RC1 ~A·d~x

e
+ie

R
C2

~A·d~x = e−ieΦ (3.2.74)

It depends on the flux. The electrons never see an electric or magnetic field (which
vanish outside the solenoid), yet they feel the vector potential ~A. This shows that Aµ
plays a physical role and it is not merely a convenient mathematical device for the fields
~E and ~B. It is not gauge-invariant, but one may build gauge-invariant quantities from
it affecting charged particles (e.g., electrons).
3.2.9 Phonons
Here is an example of a system which can be described in terms of quasi-particles that
are not particles in the common usage of the word, but excitations of collective motion.
Consider a solid consisting of a lattice of atoms each of mass m. Let a be the spacing
between neighboring atoms. First, suppose that the solid is one-dimensional and model
the forces between atoms by springs, each of spring constantK, connecting atoms, thus
forming a one-dimensional chain. The chain is so long (with ∼ 1023 atoms), that its
ends are immaterial. Let Ai be the (longitudinal) displacement of the ith atom from its
equilibrium position. Then the Lagrangian of the system is

L =
1
2

∑

i

[
mȦ2

i −K(Ai+1 −Ai)2
]

(3.2.75)

If we are only interested in macroscopic properties of the solid (i.e., at distances d À
a), then we can approximate

ia ≈ x , Ai ≈ A(x) ,
∑

i

≈ 1
a

∫
dx , Ai+1 −Ai ≈ a∂xA (3.2.76)

The Lagrangian can be written in terms of a Lagrangian density as

L =
∫
dxL , L =

m

2a
(∂tA)2 − Ka

2
(∂xA)2 (3.2.77)
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We deduce the equation of motion (wave equation)

1
c2
∂2
tA = ∂2

xA , c =

√
Ka2

m
(3.2.78)

The solutions are phonons obeying the dispersion relation

ω = ωk ≡ ck . (3.2.79)

The Hamiltonian density is

H =
a

2m
π2 +

Ka

2
(∂xA)2 , π =

∂L
∂(∂tA)

=
m

a
∂tA (3.2.80)

The quantization of this system proceeds as in the Klein-Gordon case. We expand

A(x, t) =
√
a

m

∫
dk

2π
√

2ωk

[
a(k)e−i(ωkt−kx) + a†(k)ei(ωkt−kx)

]
(3.2.81)

In terms of creation and annihilation operators, the Hamiltonian reads

H =
∫

dk

2π
ωka

†(k)a(k) (3.2.82)

where we subtracted the zero-point (ground state) energy.
The above simple-minded model can be generalized to three dimensions rather straight-
forwardly. The displacement A turns into a vector ~A, which in the absence of shear
strength and vorticity has vanishing circulation,

∮
d~l · ~A = 0 (3.2.83)

and therefore, by Stokes’ theorem,

~∇× ~A = ~0 (3.2.84)

It obeys the same wave equation,

1
c2
∂2
t
~A = ∇2 ~A , c =

√
Ka2

m
=

√
B

ρ
(3.2.85)

where B = Ka is the bulk modulus and ρ = m/a is the density of the solid, and c is
the speed of sound. The dispersion relation is

ω = ωk ≡ c|~k| (3.2.86)

The Hamiltonian reads

H =
∫

d3k

(2π)
ωka

†(~k)a(~k) (3.2.87)
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Since there is no restriction on the number of phonons, the chemical potential vanishes,

µ = 0 (3.2.88)

and we have a canonical ensemble. The partition function is

Z = Tre−βH =
∏

~k

1
1− e−βωk

(3.2.89)

The free energy is

F = − 1
β

lnZ =
V

β

∫
d3k

(2π)3
ln

[
1− e−βωk

]
(3.2.90)

where V = L3 is the volume.
The integral has a cutoff, because wavelengths must be longer than the interatomic
spacing a for the wave to propagate (and the collective motion - quasiparticle - to
exist), therefore k . 1/a and ωk . c/a. Switching variables to ωk, we obtain

F =
V

2π2βc3

∫ ωD

0

dωkω
2
k ln

[
1− e−βωk

]
(3.2.91)

with the cutoff (Debye frequency) ωD ∼ c/a.
The energy is

E =
∂(βF )
∂β

=
V

2π2c3

∫ ωD

0

dωk
ω3
k

eβωk − 1
(3.2.92)

and the heat capacity is

CV =
(
∂E

∂T

)

V

= kB
V

2π2c3
(kBT )3

∫ θD/T

0

dx
x4ex

(ex − 1)2
(3.2.93)

where we introduced the dimensionless variable x = βωk and the Debye temperature

θD =
ωD
kB

(3.2.94)

The Debye temperature can be given a precise definition by going to the high temper-
ature limit in which purely classical behavior is expected.
As T →∞, we have

CV = kB
V

2π2c3
(kBT )3

∫ θD/T

0

dx
[
x2 + . . .

]
= kB

V

6π2c3
(kBθD)3 + . . . (3.2.95)

so CV approaches a constant. If the crystal has N ions, it has 3N degrees of freedom,
therefore, we expect CV = 3NkB as T →∞. It follows that

kBθD = (18π2N)1/3
~c
L

(3.2.96)
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where we restored ~ to show explicitly that both sides have dimensions of energy.
As T → 0, we obtain

CV ≈ kB
V

2π2c3
(kBT )3

∫ ∞

0

dx
x4ex

(ex − 1)2
=

2π2

15
kB

(
kBTL

~c

)3

=
12π4

5
NkB

(
T

θD

)3

(3.2.97)
i.e., CV ∝ T 3 at low temperatures (Debye Law), in excellent agreement with experi-
mental results.
3.2.10 The running coupling constant
The constant e represents the charge of a single fermion and can be measured by mea-
suring the electric force between two fermions which is proportional to e2. The quantity

α =
e2

4π
(3.2.98)

is the fine-structure constant and is a dimensionless number (if you restore ~ and c).
Experimentally,

α ≈ 1
137

(3.2.99)

a famous constant that belongs to Nature! For a long time people thought there was
something magic about it, otherwise why would Nature choose it? We now know
that it is not a constant at all. This is because of vacuum polarization: the vacuum
surrounding a charge is full of pairs of particles and anti-particles which are created
and annihilated evading detection, as allowed by the Heisenberg uncertainty principle
(virtual particles). A (real) charged particle attracts virtual anti-particles and repels
virtual particles thus polarizing the surrounding space, just like a dielectric. The bare
charge e0 of the real particle is screened and the measured charge e is

e2 =
e20
ε

, ε > 1 (3.2.100)

where ε is the dielectric constant of the vacuum.
The closer we get to the particle, the less e0 is screened. To probe shorter distances,
we need to increase the energy E (at a fundamental level, E ∼ 1

distance ), therefore the
measured charge e is energy-dependent. It increases at high energies. Experimentally,
we have seen α ≈ 1

128 near the mass of the weakly interacting Z particle (about 100
GeV) - a very slow change.
To understand how e changes, we need to study interactions. Until we do that, we
shall be content with a heuristic argument that leads to a quantitative understanding of
e = e(E).
It is simpler to understand the magnetic properties of the vacuum and then deduce the
dielectric constant from

µε = 1 (3.2.101)

(where µ is the magnetic permeability) which ought to be true in the vacuum.
If we switch on a uniform magnetic field ~B, the magnetic moments of the virtual pairs
tend to align along ~B producing a magnetization

~M = χ ~H , ~B = ~H + ~M , χ = µ− 1 (3.2.102)
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where χ is the magnetic susceptibility.3 Under a change in the magnetic field, the
energy density changes by

dρ = −MdH = −χHdH (3.2.103)

therefore, under the magnetic field B, the vacuum stores energy of density

∆ρ = −1
2
χH2 (3.2.104)

We wish to understand this energy the same way we understood the vacuum energy of
a scalar (1.3.7) and of a fermion (2.4.15). Let us start with scalars.
Scalars

We will set the mass m = 0 to simplify the calculation. This does not limit the gener-
ality of the result, because the mass does not contribute, as can be checked. For a free
massless scalar, the energy is

ωk = |~k| =
√
k2
x + k2

y + k2
z (3.2.105)

Switching on a uniform magnetic field in the z-direction,

~B = Bẑ = ~∇× ~A , ~A = Bxŷ (3.2.106)

changes the energy to

ωk,B = |~k − e0 ~A| =
√
k2
x + (ky − e0Bx)2 + k2

z (3.2.107)

where e0 is the bare charge of the scalar. By writing

ω2
k,B = k2

x + e20B
2

(
x− ky

e0B

)2

+ k2
z (3.2.108)

we see that ky and kz commute with ω2
k,B and their spectrum has not changed. The

system in the x-direction has turned into a harmonic oscillator of frequency e0B. We
deduce the energy levels (Landau levels)

ωk,B =
√

(2n+ 1)e0B + k2
z (3.2.109)

We obtain the energy density by summing over all states,

ρ =
∑
n

∫
dkz
2π

gn ωk,B (3.2.110)

where gn is the degeneracy of the nth level. It can be determined by taking the limit
B → 0. In this case, we should recover the free expression

ρ0 =
∫

d3k

(2π)3
ωk (3.2.111)

3In standard textbooks, such as Jackson’s Classical Electrodynamics, ~B = ~H+4π ~M and so χ = µ−1
4π

.
Our choice of units is somewhat unusual, e.g., the Maxwell equations are given by (3.2.2) instead of the
more standard form ∂µFµν = 4πJν .
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To see that we do, let us write

ρ0 =
∫
dkzdk⊥ k⊥

(2π)2

√
k2
z + k2

⊥ (3.2.112)

where k⊥ =
√
k2
x + k2

y . In the limitB → 0, the sum in (3.2.110) turns into an integral,

ρ→ 1
2e0B

∫
dkz
2π

dk2
⊥g(k⊥)

√
k2
⊥ + k2

z (3.2.113)

where k2
⊥ = (2n+ 1)e0B. By comparing (3.2.112) and (3.2.113), we deduce

gn =
1
2π

e0B (3.2.114)

To find the magnetic susceptibility, we need to calculate

∆ρ = ρ− ρ0 (3.2.115)

We have

∆ρ =
1
2

∫
dkz

(2π)2

[ ∞∑
n=0

2eB
√
k2
z + (2n+ 1)e0B −

∫
dk2
⊥

√
k2
z + k2

⊥

]
(3.2.116)

Using

∫ ∞

0

dxf(x) =
∞∑
n=0

∫ (n+1)ε

nε

dxf(x)

=
∞∑
n=0

∫ (n+1)ε

nε

dx [f(xn) + (x− xn)f ′(xn) + . . .]xn=(n+1/2)ε

=
∞∑
n=0

εf((n+ 1/2)ε) +
ε3

24
f ′′((n+ 1/2)ε) + . . .

=
∞∑
n=0

εf((n+ 1/2)ε) +
ε2

24

∫ ∞

0

dxf ′′(x) +O(ε4) (3.2.117)

with ε = 2e0B, f(x) =
√
k2
z + x, x = k2

⊥, we may expand ∆ρ in powers of e0B as

∆ρ =
(e0B)2

48

∫
dkzdk

2
⊥

(2π)2
1

(k2
z + k2

⊥)3/2
+ . . . =

(e0B)2

24

∫
d3k

(2π)3ω3
k

+ . . .

(3.2.118)
For weak coupling, H ≈ B (or µ ≈ 1), so the magnetic susceptibility is

χ = − e
2
0

12

∫
d3k

(2π)3ω3
k

(3.2.119)
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The energy ωk should not exceed a cutoff limit Λ beyond which QED is not expected
to be valid. Also, if we are performing the experiment at energy E, then ωk & E, since
energies below E are not accessible by our apparatus. Therefore,

χ = − e
2
0

12

∫ Λ

E

4π dk k2

(2π)3k3
= − e20

24π2
ln

Λ
E

(3.2.120)

Fermions

The above discussion may be extended to fermions. The same Landau levels are
obtained but with opposite sign for the same reason as in the free case (cf. with the
bosonic (1.3.7) and fermionic (2.4.15) contributions to the vacuum energy). Moreover,
the spin also couples to the magnetic field. We obtain

ω2
k,B,S = ω2

k,B − ~m · ~B , ~m = ge0~S (3.2.121)

where g = 2 (Thomas precession). 4 It follows that

ωk,B,S = ωk,B − ge0BSz
2ωk,B

− (ge0BSz)2

8ω3
k,B

+ . . . (3.2.122)

where Sz = ± 1
2 . The first term is familiar from the scalar case. The second term

does not contribute to the vacuum energy, because 〈Sz〉 = 0. In the third term we
can replace ωk,B by ωk, because the difference is of higher order in (e0B)2. Thus, it
becomes a function of the momentum. We deduce the energy density for a fermion

ρf = −2
∑
n

∫
dkz
2π

gnωk,B + 2
∫

d3k

(2π)3
(e0B)2

8ω3
k

+ . . . (3.2.123)

and using (3.2.115) and (3.2.118),

∆ρf = −2∆ρ+
(e0B)2

4

∫
d3k

(2π)3ω3
k

+ . . . =
(e0B)2

6

∫
d3k

(2π)3ω3
k

+ . . . (3.2.124)

leading to the magnetic susceptibility of fermions

χf = 4χ = − e20
6π2

ln
Λ
E

(3.2.125)

The corresponding dielectric constant is

ε =
1
µ
≈ 1− χ ≈ 1 +

e20
6π2

ln
Λ
E

(3.2.126)

4After restoring the mass, it is easy to check that this reproduces the correct non-relativistic limit

E = me +
(~p− e0 ~A)2

2me
− ~µ · ~B

where ~µ = g e0
2me

~S is the magnetic moment and me is the mass of the electron.
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where we ignored terms of higher order in e20, showing that the charge increases slowly
as we increase the energy,

e2 ≈ e20

1 + e20
6π2 ln Λ

E

(3.2.127)

as expected.
Can our final expression for the running coupling constant be tested? e0 is a charge
which can be measured only if we go infinitely close to the point charge. This is
equivalent to performing the experiment at infinitely high energy. On the other hand,
we cannot really go above the cutoff Λ, so we should associate “infinity” with the cutoff
and then e0 is the charge at that energy. This will make our result (3.2.127) consistent,
for e = e0 at E = Λ.
But even Λ is probably too high to be attained any time soon (or ever). So it looks
like our conclusion might not be testable. This is in fact not the case. Let us take E as
low as it can get. As far as we can tell, the lightest charged particle is the electron, so
E & me. Going to low energies is equivalent to looking at the particle from far away
(a distance∼ 1/me) in which case we know the value of e2 - it is given by (3.2.98) and
(3.2.99). Going further away will not change this value appreciably. Call this minimum
value ẽ (ẽ2 = 4π

137 ). We have

ẽ2 =
e20

1 + e20
6π2 ln Λ

me

(3.2.128)

We may now eliminate both e0 and Λ from (3.2.127) and (3.2.128) and obtain

e2 =
ẽ2

1 + ẽ2

6π2 ln me

E

(3.2.129)

expressed entirely in terms of measurable quantities. This expression is valid as long
as the denominator is close to 1 which is the case if

ẽ2

6π2
ln

E

me
. 1 (3.2.130)

We deduce an upper limit

E . mee
6π2/ẽ2 ≈ 10281me (3.2.131)

which for all practical purposes is infinite!



UNIT 4

The Standard Model

4.1 Non-abelian gauge theories

4.1.1 From U(1) (QED) to SU(2) (Yang-Mills)
Gauge invariance played a central role in our development of QED. It turns out that it
plays an equally important role for all other forces of Nature (weak, strong, as well as
gravitational, although gauge invariance is not sufficient for the quantization of grav-
ity).
Let us recall what we did to build QED. Firstly, we realized that the Lagrangian den-
sity for a photon (3.2.1) had a local symmetry (under the gauge transformation (3.2.4)).
Unlike a global symmetry, this implied that the associated charge vanished identically
and so two systems related by a gauge transformation had to be identical and not just
equivalent. Thus, to describe dynamics, we had to choose a single representative from
each equivalence class. This was extremely important in the proof of unitarity of the
theory. When we added other fields interacting with photons (representing charged
particles), the guiding principle was gauge invariance. The global transformations of
complex scalar (3.2.40) or Dirac (2.3.19) fields were promoted to local ones (3.2.42)
and we built Lagrangian densities with local U(1) symmetry (since e−ieω ∈ U(1)). In
general, we replaced derivatives with gauge derivatives (3.2.43) which had nice trans-
formation properties,

Dµ → e−ieωDµe
ieω (4.1.1)

Thus, QED is a U(1) gauge theory. We may construct more complicated theories if
we replace U(1) by another group. The simplest case is the group of rotations in three
dimensions, SO(3), or its covering SU(2). This idea was originally proposed by Yang
and Mills. The simplest non-trivial object that can “rotate” is a spinor (doublet)

ψ =
(
ψ1

ψ2

)
(4.1.2)

which can be a boson or a fermion. Its “spin” is in an abstract three-dimensional space
(isospin). Yang and Mills originally proposed that a neutron and a proton be viewed
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as an isospin doublet
(
n
p

)
, which allowed them to view β-decay as an isospin rotation

(n → p). Let us not be specific and simply study the consequences without worrying
about Nature for the moment.
A rotation matrix for the doublet ψ is

Ω = eig~ω·~S , ~S =
1
2
~σ (4.1.3)

where ~S is the spin (generator of rotations in the spinor representation) and σi (i =
1, 2, 3) are the Pauli matrices. In infinitesimal form,

Ω = 1 + ig~ω · ~S (4.1.4)

Under a gauge transformation,
ψ → Ω−1ψ (4.1.5)

which generalizes (3.2.42) in QED. The arbitrary constant g will play a role similar to
the role e plays in QED.
The generalization of the transformation law of the vector potential (3.2.4) can be in-
ferred from the transformation of a gauge derivative (4.1.1) which may be written as

Dµ → Ω−1DµΩ (4.1.6)

We deduce
Aµ → Ω−1AµΩ− i

g
Ω−1∂µΩ (4.1.7)

Evidently, Aµ is a 2× 2 matrix, since Ω ∈ SU(2). Therefore, it has four components.
They may be conveniently chosen as

A0
µ = trAµ , Aiµ = tr(Aµσi) i = 1, 2, 3 (4.1.8)

In infinitesimal form, (4.1.7) reads

Aµ → Aµ + ∂µω − ig[ω , Aµ] , ω = ~ω · ~S (4.1.9)

In terms of components,

A0
µ → A0

µ , Aiµ → Aiµ + ∂µω
i + gεijkωjAkµ (4.1.10)

where we used the commutation relations of the Pauli matrices (2.1.7) and the fact that
they are traceless. Thus, A0

µ is a scalar in isospin space and can be considered sepa-
rately. We shall concentrate on the other three components of Aµ (effectively setting
A0
µ = 0) which together form a vector in isospin space (spin-1 or adjoint representa-

tion), ~Aµ = (A1
µ, A

2
µ, A

3
µ). The gauge transformation is then the standard rotation in

three-dimensional space,

~Aµ → ~Aµ + ∂µ~ω + g~ω × ~Aµ (4.1.11)

The first two terms on the right-hand side are the same as in QED, except that now we
have three different types of photons. If the group were U(1)×U(1)×U(1), i.e., three
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copies of QED, then we would not have the last term on the right-hand side. The latter
is the novel feature of our model and implies that the three varieties of photons interact
with each other. They themselves have charge!
To see how they interact, we need to construct electric and magnetic fields, i.e., gener-
alize Fµν (3.1.14). We cannot use the expression Fµν = ∂µAν − ∂νAµ for each type
of photon, because it does not transform nicely under gauge transformations. Instead,
let us re-write it as

Fµν = − i
g
[Dµ , Dν ] (4.1.12)

which is true in QED (with g = e) and transforms nicely. Using (4.1.6), we readily
obtain

Fµν → Ω−1FµνΩ (4.1.13)

This definition allows us to interpret Fµν as some kind of “curvature” and Aµ as a
“connection.” On the other hand, notice that electric and magnetic fields are no longer
physical quantities since they are not gauge-invariant! One has to work harder to define
physical quantities in this system. Here are some examples:

(a) Traces of a string of F s,
trFµ1ν1 · · ·Fµnνn

(4.1.14)

Since trFµν = 0, the first non-trivial gauge-invariant quantity is trFµνFρσ .

(b) The Wilson loop
W (C) = trPeig

H
C dx

µAµ (4.1.15)

generalizing (3.2.72). P denotes path-ordering: the curve C ought to be cut up
into infinitesimal segments. For each segment we calculate the matrix eigdx

µAµ

and then multiply the matrices following the ordering of the segments in the
path.1

For an infinitesimal loop,

W (C) = 2− g2A
2

trFµνFµν + . . . (4.1.16)

whereA is the area of the surface enclosed by C. The first non-trivial contribution
is proportional to the Lagrangian density. This is why the Wilson loop forms the
basis of a lattice definition of a gauge theory and can be handled by a computer.

Explicitly, we obtain from (4.1.12)

Fµν = ∂µAν − ∂νAµ + ig[Aµ , Aν ] (4.1.17)

where the last contribution is non-linear and is not present in QED. This may also be
written in terms of components (Fµν = ~Fµν · ~S),

~Fµν = ∂µ ~Aν − ∂ν ~Aµ + g ~Aµ × ~Aν (4.1.18)

1This careful ordering is not necessary in QED, because each piece yields a number (phase) and they all
commute with each other, so we can use eAeB = eA+B (not true if A and B are matrices).
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or equivalently
F iµν = ∂µA

i
ν − ∂νA

i
µ + gεijkAjµA

k
ν (4.1.19)

We may now define the Lagrangian density (Yang-Mills)

L = −1
2
trFµνFµν − 2trJµAµ = −1

4
~Fµν · ~Fµν − ~Jµ · ~Aµ (4.1.20)

generalizing the QED Lagrangian density (3.2.1) in an obvious way. It is manifestly
gauge-invariant and includes interactions between photons (through its cubic and quar-
tic terms), as expected. We also added an interaction term with matter. Of course, we
needed three currents since we have three different photons and therefore three differ-
ent types of charges. This Lagrangian is gauge-invariant provided

∂µ ~J
µ + g ~Jµ × ~Aµ = ~0 (4.1.21)

This may also be written in matrix form as

[Dµ , J
µ] = 0 (4.1.22)

So the current is not conserved. This is because charge may flow from matter (Jµ) to
the photons (Aµ) and vice versa, which is impossible in electromagnetism because the
photons have no charge.
Finally, the Maxwell equations are non-linear,

∂µ ~F
µν + g ~Fµν × ~Aµ = ~Jν (4.1.23)

or in matrix form,
[Dµ , F

µν ] = Jν (4.1.24)

Fermions
Matter fields comprising the current Jµ may be added in the same way as with elec-
tromagnetism. We shall concentrate on the physically relevant case of spinors. The
Lagrangian density

L = ψ̄(iγµDµ −m)ψ (4.1.25)

is gauge invariant (using (4.1.5) and (4.1.6)). Writing it in the form (3.2.61), we deduce
the current

~Jµ = gψ̄γµ~Sψ (4.1.26)

which is not conserved (show!). On the other hand, it is not gauge invariant either
so it is not observable. If the charge density J0 = gψ̄γ0~Sψ = gψ†~Sψ is not gauge
invariant, can we find a gauge invariant quantity that will measure matter density?
The answer is: remove ~S which is obstructing gauge invariance. We obtain the gauge
invariant quantity

ψ†ψ (4.1.27)

which can be thought of as a particle-antiparticle pair. It does not couple to the vector
potential because it has zero charge.
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Two other such gauge invariant quantities are (recall ψa (a = 1, 2) are anti-commuting
fields)

εabψaαψ
b
β =

∣∣∣∣
ψ1
α ψ1

β

ψ2
α ψ2

β

∣∣∣∣ , εabψa†α ψ
b†
β =

∣∣∣∣
ψ1
α ψ1

β

ψ2
α ψ2

β

∣∣∣∣ (4.1.28)

a two-particle and two-antiparticle state, respectively. We have also shown the Dirac
indices α, β for clarity.
Under the gauge transformation (4.1.5) for a general matrix Ω,

εabψaαψ
b
β → det Ω−1εabψaαψ

b
β (4.1.29)

Invariance follows from det Ω = 1 for Ω ∈ SU(2).
In all these cases the total charge (isospin) vanishes. Unlike in electromagnetism,
charged observable objects do not exist.

4.1.2 From SU(2) to SU(N)

The above construction may be generalized to an arbitrary Lie group. We just need to
replace the generators Si = σi

2 of the SU(2) algebra by the appropriate generators in
the Lie group of choice. Let T a be the generators of a Lie group satisfying the Lie
algebra

[T a , T b] = ifabcT c (4.1.30)

where fabc are the structure constants generalizing εijk in SU(2) (eq. (2.1.7)). An
element of the group close to the identity may be expanded as

Ω = I+ igωaT a + . . . (4.1.31)

generalizing (4.1.4).
Let us concentrate on SU(N) for definiteness. It is the most physically relevant group
(at least for N = 2, 3). The generators T a are N × N hermitian matrices (since Ω is
unitary) satisfying the orthogonality relation

trT aT b =
1
2
δab (4.1.32)

They form the fundamental representation of the algebra. There are other representa-
tions, just as with SU(2) where higher representations correspond to larger spin. Of
particular interest is the adjoint representation corresponding to the spin-1 (vector) rep-
resentation of SU(2). The latter has three dimensions (SU(2) is the covering of the
group of three-dimensional rotations SO(3)) because there are three Pauli matrices
which count the number of degrees of freedom of SU(2) matrices.
How many generators T a are there? An N ×N unitary matrix has N2 components so
it needs 2N2 real parameters. Unitarity imposes N2 constraints

U†U = I

and being special (the S in SU(N)) is one more constraint

detU = +1
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Therefore the number of independent real parameters is

2N2 − (N2 + 1) = N2 − 1

This is the number of generators,

T a , a = 1, . . . , N2 − 1

For N = 2, a = 1, 2, 3 (three-dimensional vector; three 2× 2 Pauli matrices).
For N = 3, N2 − 1 = 8; we obtain eight 3× 3 Gell-Mann matrices.
Adjoint representation

Let T̂ a be the generators in the adjoint representation ((N2 − 1)× (N2 − 1) matrices)
generalizing the generators of rotations in three dimensions (2.1.9). We have

(T̂ a)bc = −ifabc (4.1.33)

Let us check that they satisfy the Lie algebra (4.1.30). We need to show

(T̂ aT̂ b − T̂ bT̂ a)de = ifabc(T̂ c)de

Using the definition (4.1.33), this can be written as

fadcf bce + f bdcfcae + fabcf cde = 0 (4.1.34)

The validity of this equation is a direct consequence of the Jacobi identity

[T d , [T a , T b]] + [T a , [T b , T d]] + [T b , [T d , T a]] = 0 (4.1.35)

Another important property of the structure constants is that they are totally antisym-
metric.
PROOF: Using (4.1.32) and (4.1.30), we obtain

fabc = −2itr[T a , T b]T c

Antisymmetry is now obvious.
The Casimir

The operator
C = T aT a (4.1.36)

commutes with all generators.
PROOF: We have

[C , T b] = {[T a , T b] , T a} = ifabc{T a , T c}

The last expression is a product of a factor antisymmetric in ac (fabc) and a factor
symmetric in ac ({T a , T c}). Therefore, it vanishes.
It follows that

C ∝ I
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In the fundamental representation, let

C = CF IN×N

Taking traces of both sides and using (4.1.32), we deduce

CF =
1
2 δ

aa

N
=
N2 − 1

2N
(4.1.37)

In the adjoint representation, we have

T̂ aT̂ a = CAI(N2−1)×(N2−1) (4.1.38)

Calculating CA is harder. We need to build the adjoint representation from the funda-
mental. So consider a spinor ψ in the fundamental (N ) representation. Its conjugate,
ψ† belongs to the N̄ representation. The tensor product N ⊗ N̄ is spanned by ψAψ†B

(A,B = 1, . . . , N ), a total ofN2 objects. They can be grouped into the adjoint (N2−1
objects) and the trivial (singlet) representation as follows. Define

V a = ψ†T aψ = trT aψψ† , S = ψ†ψ = trψψ† (4.1.39)

From (4.1.5) and (4.1.31), under an infinitesimal transformation, ψ transforms as

ψ → ψ − igωaT aψ , ψ† → ψ† + igψ†T aωa (4.1.40)

It follows that S → S (invariant) and

δV a = −igψ†[T a , T b]ψ = −igωb(T̂ b)acV c

or in matrix notation,
δV = −igωbT̂ bV (4.1.41)

which shows that V a transforms as a “vector” (adjoint representation; cf. with the
rotation (2.1.13)).
The action of a generator on the N ⊗ N̄ representation may be written as

T aN⊗N̄ = T aN ⊗ IN̄ + IN ⊗ T aN̄ (4.1.42)

where the first factor on each term acts on ψ whereas the second factor acts on ψ†.
Evidently (from (4.1.40)),

T aN = T a , T aN̄ = −(T a)T (4.1.43)

T a
N⊗N̄ may be written as a matrix in the basis {V a, S},

T aN⊗N̄ =
(
T̂ a

0

)
(4.1.44)

where the 0 in the diagonal is due to the trivial action of T a
N⊗N̄ on the singlet S.

Squaring and taking the trace, we obtain

trT aN⊗N̄T
a
N⊗N̄ = trT̂ aT̂ a = (N2 − 1)CA (4.1.45)
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where in the last step we used (4.1.38).
Alternatively, from (4.1.42) we obtain

T aN⊗N̄T
a
N⊗N̄ = T aNT

a
N ⊗ IN̄ + IN ⊗ T aN̄T

a
N̄ + 2T aN ⊗ T aN̄

and taking traces,

trT aN⊗N̄T
a
N⊗N̄ = 2NtrT aT a = N(N2 − 1) (4.1.46)

where we used trT a = 0 and in the last step (4.1.32).
Comparing the two expressions for the trace (4.1.45) and (4.1.46),we deduce

CA = N (4.1.47)

The quadratic Casimirs in the fundamental (4.1.37) and adjoint (4.1.47) representations
will play important physical roles.
Physics

Having understood various technical details about the group SU(N), let us return to
our main endeavour: physics. To generalize the Yang-Mills theory (SU(2) gauge the-
ory) we need do nothing. The vector potential, field Fµν , Lagrangian density, etc, are
as in SU(2) as long as we remember to replace Si → T a.
4.1.3 The BRST transformation
To quantize the SU(N) gauge theory, we first need to fix the gauge, as in QED. Which
gauge you choose should not affect physical results. In QED, showing unitarity was
easy in one gauge (axial gauge (3.2.9)) whereas Lorentz invariance was manifest in a
different gauge (Lorentz gauge (3.2.17)). Applying the discussion in QED to a non-
abelian gauge theory is not straightforward, because of the non-linearity of the theory.
Quantization is greatly facilitated by a trick discovered by Becchi, Rouet and Stora,
and independently by Tyutin (working in apparent isolation in the Soviet Union - a
country some of you may have never heard of): the BRST transformation. This trick
also provides a neat definition of the Hilbert space and a proof of unitarity of the theory
within the Lorentz gauge. I shall describe it in some detail for all the above reasons
and also because it plays a central role in the development of string theory.
For definiteness, let us adopt the Lorentz gauge

∂µAaµ = 0 (4.1.48)

although any other gauge will do.
We may write the Lagrangian density (4.1.20) as we did in electrodynamics (eq. (3.2.18)),

L = L0 + L′ (4.1.49)

where
L0 = −1

4
F aµνF

aµν , L′ = − 1
2λ

(∂µAaµ)
2 (4.1.50)

and I omitted the matter part; it is not essential for the introduction of the BRST trans-
formation and may always be added later. The parameter λ is arbitrary and no physical
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quantities should depend on it. Since we fixed the gauge, this Lagrangian is not in-
variant under the gauge transformation (4.1.9). The suggestion of BRST amounted
to promoting the gauge parameter ω to a field ω = εc (where ε keeps track of the
smallness of the transformation and c is the new field) and write

Aaµ → Aaµ + ε(∂µca + igfabccbAcµ) (4.1.51)

and instead of thinking of the gauge-fixing condition in terms of a reduced number of
fields, we should enlarge the field content of our theory. This sounds like a step in the
wrong direction, but it is a brilliant suggestion, as we shall see.
We want the final construct to possess a local symmetry. It turns out that in addition to
c, we need one more field, b and they should both be anti-commuting fields. The new
fields are the ghosts. They are Lorentz scalars, yet they obey fermi statistics. This will
turn out not to be a problem, because they correspond to no physical particle.
The original Lagrangian L0 is gauge-invariant, hence invariant under the transforma-
tion (4.1.51). The additional piece L′ is not invariant. To make it invariant, we shall
add terms involving the new fields b and c. The augmented Lagrangian density

L′ = − 1
2λ

(∂µAaµ)
2 + ∂µba(∂µca + igfabccbAcµ) (4.1.52)

is invariant under the BRST transformation

δAaµ = ε(∂µca + igfabccbAcµ)

δca = − ig
2
εfabccbcc

δba =
1
λ
ε∂µAaµ (4.1.53)

The first line is (4.1.51) and of course L0 is also BRST-invariant. Notice also that since
b and c are anti-commuting fields, ε must be an anti-commuting parameter. Thus the
BRST symmetry is a kind of supersymmetry mixing bosonic and fermionic fields.
PROOF:

δL′ = ∂µbaδ(∂µca + igfabccbAcµ)

=
ig2

2
ε∂µba

{
fabcf cde + 2facdf cbe

}
Abµc

dce

= 0

where we used the fact that fabc is anti-symmetric and the last step was a consequence
of the Jacobi identity (4.1.34). We also discarded a total divergence. We actually have

δL′ = ε∂µFµ , Fµ = − 1
λ
∂νAaν(∂µc

a + igfabccbAcµ) (4.1.54)

The beauty of the BRST transformation can be seen through two important observa-
tions:
OBSERVATION A: Its square vanishes.
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PROOF: Omitting the parameter ε for simplicity (note that the two δ have different ε
parameters),

δ2Aaµ = −g
2

2
{
fabcf cde + 2facdf cbe

}
Abµc

dce = 0

where once again we used the Jacobi identity (4.1.34). This identity is also responsible
for the vanishing of δ2c,

δ2ca =
g2

2
fabcfcdecbcdce = 0

Finally,

δ2ba =
1
λ
∂µ(∂µca + igfabccbAcµ)

This vanishes due to the field equation of c.
In the quantum theory, we would like to have δ2 = 0 without invoking the (classical)
field equations. This can be achieved by introducing an auxiliary field Fa (a common
trick in supersymmetric theories), replacing the Lagrangian density (4.1.52) by

L′ =
λ

2
FaFa −Fa∂µAaµ + ∂µba(∂µca + igfabccbAcµ) (4.1.55)

and augmenting the BRST transformation of b (4.1.53) as

δba = εFa , δFa = 0 (4.1.56)

It follows immediately that

δ2ba = 0 , δ2Fa = 0

whereas the rest of our conclusions above remain the same.
OBSERVATION B: The Lagrangian density (4.1.55) may be written as

εL′ = δL , L = ba
{
−∂µAaµ +

λ

2
Fa

}
(4.1.57)

up to a total divengence.
PROOF: It is easy to see that

δL = εL′ − ∂µ(baδAaµ)

The above two observations lead to an interesting way of determining whether L0 and
L0 + L′ are the same physical quantity. Firstly, δL0 = δ(L0 + L′) = 0, so δ = 0
may be adopted as the criterion of being a physical quantity. Secondly, the difference
between the two Lagrangians can be written as δ(something) which may serve as the
definition of being the same physical quantity. This points to a cohomology and a neat
definition of the Hilbert space.
The BRST charge
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Since the BRST transformation is a symmetry of the theory, there is an associated
conserved Noether current,

Jµ =
∂L

∂(∂µAaν)
δAaν+

∂L
∂(∂µba)

δba+
∂L

∂(∂µca)
δca+

∂L
∂(∂µFa) δF

a+Fµ (4.1.58)

where L = L0 + L′, and a conserved Noether charge (BRST charge)

Q =
∫
d3xJ0 (4.1.59)

where

J0 = −F 0ia (∂ica+ igfabccbAci )−
ig

2
fabc∂0ba cbcc− 1

λ
∂νAaν(∂0ca+ igfabccbAc0)

(4.1.60)
After discarding a total divergence, we deduce

Q =
∫
d3x

{
(DiF

0i)aca − 1
λ
∂νAaν(D0c)a − ig

2
fabc∂0ba cbcc

}
(4.1.61)

Q is the generator of BRST transformations in the sense

δΦ = i[εQ , Φ] (4.1.62)

for any field Φ.
Hilbert space
Q is a nilpotent operator,

Q2 = 0 (4.1.63)

This follows from δ2 = 0 but may also be shown directly from (4.1.61). We may now
define physical states as a cohomology.
The Hilbert space of all physical states is defined as the set of states annihilated by Q,

Q|Ψ〉 = 0 (4.1.64)

i.e., they are in the kernel K of Q.
Two states whose difference is in the range R of Q (BRST exact) represent the same
physical system,

|Ψ1〉 ≡ |Ψ2〉 = |Ψ1〉+ Q|X〉 (4.1.65)

Thus, the Hilbert space is defined as the quotient K/R (notice that R ⊆ K because Q
is nilpotent).
Notice that |Ψ1〉 and |Ψ2〉 have the same inner product with any physical state |Ψ〉
(easy to see if you use Q† = Q). It may also be shown that

〈Ψ|Ψ〉 > 0 (4.1.66)

for all physical states which are not equivalent to the trivial state (i.e., not in R) and
that, despite appearances, the Hilbert space contains the right degrees of freedom (two
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polarizations). We shall not show these important facts here. Instead, we shall limit
ourselves to the simplest example: QED.
EXAMPLE (QED)
Ignoring the unnecessary for our discussion complications due to the auxiliary field F ,
we may write L′ using (4.1.52) as

L′ = − 1
2λ

(∂µAµ)2 + ∂µb∂µc (4.1.67)

The BRST transformation (4.1.53) reads

δAµ = ε∂µc , δc = 0 , δb =
1
λ
ε∂µA

µ (4.1.68)

The BRST charge (4.1.61) is

Q =
∫
d3x

{
c~∇ · ~E − 1

λ
∂0c∂µAµ

}
(4.1.69)

where Ei = F 0i is the electric field.
Quantization proceeds most straightforwardly if we choose λ = 1 (Feynman gauge).
Of course, any choice of λ will lead to the same physical results. In the Feynman
gauge, the Maxwell equations ((3.2.19) with no current) reduce to four independent
massless Klein-Gordon equations

∂2Aµ = 0 (4.1.70)

Any other choice of λ will lead to coupled equations which we would then have to
solve following a procedure along the lines of the quantization of the Dirac equation.
This is best left as an exercise for the brave reader. Notice that the ghosts also obey the
massless Klein-Gordon equation. We may therefore expand in modes,

Aµ(x) =
∫

d3k

(2π)3
√

2ωk

(
eik·xa†µ(~k) + e−ik·xaµ(~k)

)

where k0 = ωk = |~k|,

b(x) =
∫

d3k

(2π)3
√

2ωk

(
eik·xb†(~k) + e−ik·xb(~k)

)

and similarly for c.
We impose the commutation relations

[aµ(~k) , a†ν(~k
′)] = −ηµν (2π)3δ3(~k − ~k′) (4.1.71)

which are standard except for µ = ν = 0 for which the sign is wrong, leading to
negative norm states. This is an inevitable conclusion because the choice of ηµν is
dictated by Lorentz invariance. Our formalism is supposed to fix this.
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For the ghosts, notice that the momentum conjugate to b is ∂0c and not ∂0b. Similarly
for the other ghost field. Thus, we need to impose the anti-commutation relations

{b(~k) , c†(~k′)} = (2π)3δ3(~k − ~k′)
The BRST charge (4.1.69) may also be expanded in modes. To this end, let us first use
the field equations (4.1.70) to bring it to the form

Q =
∫
d3x {c∂0∂µA

µ − ∂0c∂µAµ}

which makes it clearer that time-dependent terms do not contribute. We obtain

Q =
∫

d3k

(2π)3
{
kµaµ(~k)c†(~k) + kµa†µ(~k)c(~k)

}
(4.1.72)

Therefore,
[Q , aµ(~p)] = −pµc(~p) , [Q , a†µ(~p)] = pµc†(~p)

{Q , b(~p)} = pµaµ(~p) , {Q , b†(~p)} = pµa†µ(~p)

{Q , c(~p)} = {Q , c†(~p)} = 0 (4.1.73)

They lead to the expected transformation properties (4.1.68) of the corresponding fields.
By applying Q again in (4.1.73), it is obvious that it is a nilpotent operator (Q2 = 0).
This also follows directly from the mode expansion (4.1.72).
Turning to the Hilbert space, consider a single photon state of momentum ~p and polar-
ization eµ,

|~p, e〉 = eµa†µ(~p)|0〉
For it to be a physical state, it should be annihilated by Q. Since

Q|~p, e〉 = pµe
µc†(~p)|0〉 (4.1.74)

this requirement yields
pµe

µ = 0 (4.1.75)

which is the Lorentz gauge (Fourier transform of (3.2.17)).
If we were to perform a gauge transformation Aµ → Aµ + ∂µω, we would shift eµ →
eµ + ω̂pµ, where ω̂ is a number (since Aµ = eµe

ip·x). That would change the state to

|~p, e〉 → |~p, e〉+ ω̂pµa†µ(~p)|0〉 (4.1.76)

The additional piece may be written as

pµa†µ(~p)|0〉 = Qb†(~p)|0〉 (4.1.77)

Therefore the new state (4.1.76) describes the same photon. A gauge transformation
does not alter the physics!
What about “ghost particles”? We could define states

|~p,b〉 = b†(~p)|0〉 , |~p, c〉 = c†(~p)|0〉
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representing particles of type b or c. However, acting with the BRST charge,

Q|~p,b〉 = pµa†µ(~p)|0〉 6= 0 , Q|~p, c〉 = 0

Thus |~p,b〉 is not a physical state. On the other hand, from (4.1.74), for any polarization
that does not obey (4.1.75) we have

|~p, c〉 =
1
p · eQ|~p, e〉

i.e., this state is in the range of Q, therefore it describes a physically empty system. As
promised, there are no ghost particles!
Finally, let us check unitarity. From the commutation relations (4.1.71), we obtain
negative inner products,

〈0|a0(~p)a
†
0(~p

′)|0〉 = −(2π)3δ3(~p− ~p′)

However these states possess polarization vectors which do not obey (4.1.75) and are
therefore not physical. For two physical one-photon states, we obtain

〈~p, e|~p′, e′〉 = −e · e′ (2π)3δ3(~p− ~p′) (4.1.78)

Since eµ is orthogonal to the null vector pµ, it is spacelike (e2 < 0 and we usually set
e2 = −1).2 Similarly for e′µ. The inner product of two spacelike vectors in negative,
so

e · e′ < 0

and the inner product (4.1.78) of the two states is positive, as required by unitarity.
4.1.4 Chromodynamics (strong interactions)
The electromagnetic force (holding atoms together) acts on particles which have elec-
tric charge and is described by a gauge theory based on the group U(1). The strong
nuclear force (holding nuclei together) is described by a gauge theory based on the
group SU(3). It acts on particles with color charge called quarks; hence the name
chromodynamics (from the Greek word chroma for color) for the theory of the strong
force. There are three types of color charges (often chosen as red, blue, green) and
32− 1 = 8 types of color photons called gluons (from the English word glue for glue).
Quarks come in 6 varieties (flavors), u (up), d (down), s (strange), c (charm), b (bottom)
and t (top), so in addition to N = 3 (as in SU(3)), we have

Nf = 6 . (4.1.79)

More flavors may exist, but only six have been observed. The world around us is made
mostly of the two lightest quarks, u and d (with a little bit of s). The rest of the quarks
are heavy and easily decay.

2To see this, use 0 = p · e = p0e0 − ~p · ~e ≥ |~p|(e0 − |~e|). It follows that e0 − |~e| ≤ 0 and so e2 ≤ 0.
The equality holds only if e ∝ p which would make the state BRST-exact (eq. (4.1.77)) describing an empty
system. Therefore, e2 < 0.
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The Lagrangian density describing each of these quark flavors is given by (4.1.25) with
a corresponding color current

Jaµ = gψ̄γµT
aψ (4.1.80)

(cf. with eq. (4.1.26)) where ψ = u, d, s, c, b, t. As with SU(2), these currents are not
gauge invariant quantities and cannot be observed. Only colorless (white) objects are
observable called hadrons. They include

ψ†ψ (4.1.81)

(cf. with eq. (4.1.27)), a quark-antiquark state (meson) and

εabcψ(1)aψ(2)bψ(3)c =

∣∣∣∣∣∣

ψ(1)1 ψ(2)1 ψ(3)1

ψ(1)2 ψ(2)2 ψ(3)2

ψ(1)3 ψ(2)3 ψ(3)3

∣∣∣∣∣∣
, εabcψ(1)a†ψ(2)b†ψ(3)c†

(4.1.82)
(cf. with eq. (4.1.28)), a 3-quark state (baryon) and its antiparticle (anti-baryon). For
ψ(1) = ψ(2) = u, ψ(3) = d, we have a proton whereas if we change ψ(2) = d, we
obtain a neutron. Other combinations lead to more exotic baryons. That these objects
are “white” follows from extending (4.1.29) to SU(3).
We may also construct multi-quark states consisting of quarks which are not at the same
point. E.g., a state representing a meson consisting of a quark at x and an anti-quark at
y is

ψ†(y)Peig
R y

x
dxµAµψ(x) (4.1.83)

The insertion of the Wilson line (cf. eq. (4.1.15)) ensures gauge invariance. It can be
thought of as a string of glue holding the quark-antiquark pair together. As they try
to separate, the string develops tension making separation hard. If enough energy is
supplied, the string breaks and a quark-antiquark pair forms at the breaking point, re-
sulting in the formation of two mesons. Thus the meson decays into two other mesons,
which are also “white” objects; never to quarks (colored objects).
Similarly for the baryons, if we separate the three quarks, we need to introduce three
strings attached to them and joining at an intermediate point. As the quarks fly apart,
all three strings develop tension and may break, so a baryon (just like a meson) will
decay into hadrons (observed at accelerators as jets).
It is instructive to compare the above picture to electrodynamics, e.g., the Hydrogen
atom consisting of an electron described by ψe(x) and a proton described by ψp(y)
(ignoring strong force effects). Under a gauge transformation,

ψe(x) → (1− ieω(x))ψe(x) , ψp(y) → (1 + ieω(x))ψp(x) (4.1.84)

Notice the difference in signs due to opposite electric charges. A gauge-invariant quan-
tity for the system (Hydrogen atom) is

ψTp (y)eie
R y

x
dxµAµψe(x) (4.1.85)

where we inserted a photon string connecting the two charges. We know that we only
need 13.6 eV to separate them (ionization energy), so as they try to fly apart the string
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does not develop a tension. On the contrary, as we know, the Coulomb force weakens.
Surely, the string can break and a particle-antiparticle can form, but the probability for
that to happen is very low. Once the electron and the proton are far apart, they are
both happy, because the corresponding electric currents (ψ̄eγµψe for the electron and
ψ̄pγ

µψp for the proton) are gauge invariant.
The running coupling constant
To understand the (drastic) difference in behavior between the strong and electromag-
netic forces, we need to understand the energy dependence of the strong fine stucture
constant

αs =
g2

4π
(4.1.86)

We shall do that by repeating the steps leading to eq. (3.2.129) exhibiting the energy
dependence of the electric fine structure constant.
Turning on a uniform magnetic field (3.2.106), the energy levels of a scalar field change
to the Landau levels (3.2.109) resulting in an overall change in energy density (3.2.118)

∆ρ =
(QB)2

24

∫
d3k

(2π)3ω3
k

+ . . . (4.1.87)

and corresponding magnetic susceptibility (eq. (3.2.120))

χ = − Q2

24π2
ln

Λ
E

(4.1.88)

where Q is the (color) charge of the scalar field, Λ is a cutoff hiding our ignorance of
(very) high energy effects and E is the energy at which we are performing measure-
ments.
For a particle with spin ~S, the energy levels receive additional contributions from the
coupling of the spin with the magnetic field (3.2.122),

ωk,B,S = ωk,B − QBSz
2ωk,B

− (QBSz)2

2ω3
k

+ . . . (4.1.89)

For a fermion, this leads to a change in energy density (eq. (3.2.124))

∆ρ(fermion)
S = −2∆ρ+ (QBSz)2

∫
d3k

(2π)3ω3
k

+ . . . = −2∆ρ(1− 12S2
z ) + . . .

(4.1.90)
whereas for a boson, we obtain (notice the opposite sign)

∆ρ(boson)
S == 2∆ρ(1− 12S2

z ) + . . . (4.1.91)

The corresponding contributions to the magnetic susceptibility are

χS = ±2(1− 12S2
z )χ (4.1.92)

showing that fermions (bosons) have a diamagnetic (paramagnetic) effect.



4.1 Non-abelian gauge theories 103

In the case of electromagnetism, only fermions contributed, but in our case both fermions
(quarks of spin 1/2) and bosons (gluons of spin 1) contribute. We have Nf quarks,
therefore a total magnetic susceptibility

χtotal = − 1
24π2

(2NfQ2
quark − 11Q2

gluon) ln
Λ
E

(4.1.93)

The color charge of a quark may be found by considering the creation and annihilation
of a quark-antiquark virtual pair contributing to the vacuum polarization. It is described
by a current (4.1.80). Let us fix the group index a to concentrate on a particular gluon
pointing in the direction a in color space. The amplitude of this process is ∼ JaJa

(ignoring spacetime indices) with no summation on a. After summing over all possible
colors of the virtual quark and antiquark, the amplitude becomes ∼ g2trT aT a = 1

2g
2,

where we used (4.1.32). This is to be compared with the QED result ∼ e2. Therefore,

Q2
quark =

1
2
g2
0 (4.1.94)

where g0 is the bare coupling constant.
A similar argument for the gluons yields 3

Q2
gluon =

CA
2
g2
0 (4.1.95)

where CA is the Casimir in the adjoint representation (4.1.47).
The running strong coupling constant is

g2 ≈ g2
0

1− χtotal
≈ g2

0

1 + (Nf − 11
2 CA) g20

12π2 ln Λ
E

(4.1.96)

in quantum chromodynamics (QCD).
This appears to be a dull result, but be careful with signs: CA = N = 3 and Nf = 6,
so the coefficient of the logarithm is negative (Nf − 11

2 CA < 0)! This is opposite to
QED (eq. (3.2.127)) and has far reaching consequences. It is perhaps the last significant
theoretical result in high energy physics that has received expresimental verification.
It is due to ’t Hooft, Politzer, Gross and Wilczek (3 independent groups). It implies
the strong interactions get weaker at high energies, unlike electromagnetic interactions
which get stronger. Thus, quarks become free at high energies or short distances, e.g.,
inside a hardon (asymptotic freedom). At high energies, it is easy to do calculations
doing perturbation theory as in QED because the coupling is weak. This is the regime
in which QCD has received experimental verification. At low energies the coupling is
strong; QCD is very complicated and feebly understood.
Recall that in QED we went to low energies where we knew e2

4π = 1
137 (small). This al-

lowed us to express e2 at any scale E in terms of measurable quantities (eq. (3.2.128)).
The mass of the electron me provided a natural scale to rely upon. This is not possible
in QCD. As we go to low energies the coupling constant increases and perturbation
theory (hence also our result (4.1.96)) becomes unreliable. There is no natural scale

3The argument is awkwardly lengthly (similar to the derivation of CA (eq. (4.1.47)) and will be omitted.
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similar tome in QED. To define the quantum theory, it is necessary to introduce a scale.
We shall call it ΛQCD. You may argue that we could use the quark masses instead, but
they are not observable particles, like the electron is in QED. Alternatively, we could
use the mass of a “white” observable state, such as the proton or the neutron, but it
is hard (so far impossible) to relate their masses to the strong coupling constant. Of
course, after introducing ΛQCD (a physical scale - not a cutoff), we expect all other
scales (hardonic masses, etc) to be determined in terms of it.
It should also be pointed out that ΛQCD is necessary even in the absence of fermions
because gluons interact with each other. Thus bound states may exist (glueballs) and
the quantum theory possesses a scale even though the classical theory does not.
We shall define Λ as the scale at which the coupling constant diverges. According to
our approximate expression (4.1.96) this occurs when

1 +
(
Nf − 11

2
CA

)
g2
0

12π2
ln

Λ
ΛQCD

= 0 (4.1.97)

Eliminating Λ, we obtain the strong fine structure constant

αs =
g2

4π
=

3π
( 11

2 CA −Nf ) ln E
ΛQCD

(4.1.98)

in terms of physical quantities. By fitting this function to experimental data, we obtain
ΛQCD ≈ 200 MeV. For perturbation theory to be valid, we need to stay well above
ΛQCD, sayE & 1 GeV (the mass of the proton), so αs . 0.4 (sinceCA = 3,Nf = 6).
At distances & 1/ΛQCD (size of light hadrons), forces become strong.

4.2 Current algebra and pions
The pion (π) is much lighter than all other hadrons (mπ ≈ 140 MeV to be compared
with mp ≈ 1, 000 MeV). Nambu (Nobel prize 2008) speculated that strong interac-
tions have an approximate symmetry which is spontaneously broken and the pion is
the Goldstone boson. This led to the development of current algebra and remarkable
predictions based on simple assumptions. Of course, the pion is a bound state of quark-
antiquark pairs; that’s why it is too complicated to describe in terms of QCD. In prac-
tice, calculations from first principles are possible using perturbation theory and this
requires that we stay at energies E À ΛQCD, where ΛQCD ≈ 200 MeV≈ mπ! If one
goes to low energies (E ¿ ΛQCD), then the pion looks like a point and its complicated
structure matters little. It turns out that its properties can be understood by an effective
low-energy Lagrangian.
Let us restrict attention to the two lightest quarks, u (up) and d (down) which is what
most of our world is made of. Ignoring interactions, the Lagrangian density is

L = ū(iγµ∂µ −mu)u+ d̄(iγµ∂µ −md)d (4.2.1)

In the limit mu,md → 0, this Lagrangian has lots of symmetries. These are the
symmetries we are after. They are only approximate, because mu,md 6= 0, but the
masses are small, which justifies the approximation. Define the isospin doublet

ψ =
(
u
d

)
(4.2.2)
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Then we may write
L ≈ ψ̄iγµ∂µψ (4.2.3)

Splitting ψ into Weyl spinors,

ψL =
1
2
(1− γ5)ψ , ψR =

1
2
(1 + γ5)ψ (4.2.4)

we may write
L ≈ ψ̄Liγ

µ∂µψL + ψ̄Riγ
µ∂µψR (4.2.5)

Evidently, it possesses the symmetry

ψL → ULψL , ψR → URψR (4.2.6)

where UL,R are independent 2× 2 unitary matrices (UL,R ∈ U(2)).
We have U(2) ' SU(2)× U(1), where U(1) is the transformation

ψ → eiθψ (4.2.7)

whose Noether current is the fermion number. The two U(1) symmetries can be com-
bined into the vector U(1),

U(1)V : ψL → eiθψL , ψR → eiθψR (4.2.8)

and the axial U(1),

U(1)A : ψL → eiθψL , ψR → e−iθψR (4.2.9)

The former survives the inclusion of masses whereas the latter doesn’t.
We shall concentrate on SU(2)L × SU(2)R which does not survive the inclusion of
masses. It is called chiral symmetry (for the Greek word chir for hand). To break the
symmetry spontaneously, suppose

〈0|ψ̄aLψbR|0〉 = −v3δab (4.2.10)

where a, b = 1, 2 are isospin indices. To see what part of the symmetry is left unbroken,
observe that under a chiral transformation,

ψ̄aLψ
b
R → ψ̄cLU

∗ac
L U bdR ψ

d
R (4.2.11)

It follows that
−v3δab → −v3U∗acL U bdR δ

cd = −v3(URU
†
L)ba (4.2.12)

Thus the vacuum expectation value (4.2.10) is invariant under a chiral transformation
with URU

†
L = I, i.e., UR = UL. This is the vector SU(2),

SU(2)V : ψL → UψL , ψR → UψR ; ψ → Uψ (4.2.13)

The broken symmetry is the axial SU(2). It has three generators and therefore three
Goldstone bosons - the three pions π±, π0.
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The corresponding Noether currents of the various symmetries are

SU(2)L : ~JµL = ψ̄Lγ
µ~SψL

SU(2)R : ~JµR = ψ̄Rγ
µ~SψR

SU(2)V : ~JµV = ~JµR + ~JµL = ψ̄γµ~Sψ

SU(2)A : ~JµA = ~JµR − ~JµL = ψ̄γµγ5
~Sψ (4.2.14)

where ~S = 1
2~σ.

By Goldstone’s theorem, the pions couple to the currents of the broken symmetry ~JµA.
As we showed earlier, the fourier transform of the Green function (1.6.34) had a pole at
p2 = 0 (1.6.41). The residue of this pole is proportional to the coupling of the current
to the Goldstone boson. 4 In our case, this implies that the fourier transform

G̃µij(p) = −ifπpµδij (4.2.15)

where
Gµij(x) = 〈0|JµiA (x)|πj〉 (4.2.16)

and we used Gµij(x) ∝ δij which follows from SU(2)V invariance.
The proportionality constant fπ can be determined from experiment. It is found

fπ = 93 MeV (4.2.17)

We may also confirm that the pion is indeed massless. From conservation of the axial
current, ∂µ ~J

µ
A = 0, we deduce

0 = pµG̃
µij(p) = −ifπp2δij (4.2.18)

therefore p2 = 0.
Chiral Lagrangian
To obtain an effective Lagrangian for soft (low energy) pions, let us extend the assump-
tion (4.2.10) to

〈ψ̄aLψbR〉 = −v3Σab , Σ ∈ SU(2) (4.2.19)

where the expectation value is now computed in the presence of a soft pion. The origin
of (4.2.19) is hard (perhaps impossible) to understand from QCD, but if we stay at
energies E ¿ ΛQCD, the details are not important; only the symmetry matters.
Σ describes the orientation of the vacuum (order parameter) and corresponds to (isospin)
rotations. The pions are associated with infinitesimal chiral rotations, so

Σ = ei~π·~σ/F (4.2.20)

where ~π consists of the three pion fields and F is a constant to be determined. We have

Σ†Σ = I , detΣ = 1 (4.2.21)

4Of course, it is also proportional to the coupling of the field φ to the Goldstone boson.
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and under an SU(2)L × SU(2)R transformation (using (4.2.6) and (4.2.19)),

Σ → U†LΣUR (4.2.22)

We wish to build a Lagrangian for Σ. It should contain a quadratic term 1
2∂µ~π · ∂µ~π,

since the pions are massless scalars. We shall choose

L =
1
4
F 2tr(∂µΣ†∂µΣ) + . . . (4.2.23)

where the dots represent higher-order derivative terms. This is the simplest choice.
Other possibilities one might try are:

• (trΣ†∂µΣ)2

However, this vanishes. To see this, define

U(ε) = Σ†(x)Σ(x+ ε) (4.2.24)

Expanding in ε,
εµΣ†∂µΣ = I− U(ε) +O(ε2) (4.2.25)

On the other hand, U(ε) ∈ SU(2), therefore

U(ε) = ei~u·~σ = I+ i~u · ~σ +O(ε2) (4.2.26)

since ~u ∼ O(ε). It follows that

εµΣ†∂µΣ = −i~u · ~σ (4.2.27)

Taking traces and using tr~σ = 0, we deduce

trΣ†∂µΣ = 0 (4.2.28)

• tr(Σ†∂µΣ)2

We have
tr(Σ†∂µΣ)2 = −tr∂µΣ†∂µΣ (4.2.29)

where we used ∂µΣ† = ∂µΣ−1 = −Σ−1∂µΣΣ−1 = −Σ†∂µΣΣ†.

Therefore, this is not a new term.

Clearly the Lagrangian density (4.2.23) is invariant under the transformation (4.2.22).
The corresponding Noether currents are:
For Σ → U†LΣ, we obtain

~JµL =
i

4
F 2tr

[
Σ†~S∂µΣ− h.c.

]
(4.2.30)

For Σ → ΣUR, we obtain

~JµR =
i

4
F 2tr

[
Σ~S∂µΣ† − h.c.

]
(4.2.31)



108 UNIT 4: The Standard Model

where ~S = 1
2~σ.

Notice that the left current is obtained from the right current by Σ → Σ†, or ~π → −~π,
showing that the pion is odd under parity (pseudoscalar).
Expanding Σ, we obtain

~JµL = −1
2
F∂µ~π + . . . , ~JµL =

1
2
F∂µ~π + . . . (4.2.32)

The axial current is
~JµA = ~JµR − ~JµL = F∂µ~π + . . . (4.2.33)

For the one-particle state |πi〉, we deduce

〈0|J̃µjA (p)|πi〉 = −iFpµδij (4.2.34)

Comparing with our earlier result (4.2.15), we obtain

F = fπ = 93 MeV (4.2.35)

Thus the single free parameter in our theory is fixed by experiment. Expanding the
Lagrangian density (4.2.23) in the pion field, we have

L = L2 + L3 + L4 + . . . (4.2.36)

where Li (i = 2, 3, 4, . . .) describes the (effective) interaction of i pions. We obtain

L2 =
1
2
∂µ~π · ∂µ~π (4.2.37)

as desired,
L3 = 0 (4.2.38)

L4 = − 1
6F 2

(~π × ∂µ~π)2 (4.2.39)

etc. Our theory has a lot of predictive power, because all interactions involving pions
are determined (and can be compared with experiment).

4.3 Electroweak interactions

4.3.1 Gauge bosons and the Higgs
We wish to build a theory that unifies weak and electromagnetic interactions. Weak
interactions were first discovered in β-decay,

n→ peν̄e (4.3.1)

This looked like a point interaction coupling a hadronic current (consisting of quarks,
as we know now) to a leptonic current (consisting of an electron and its neutrino, both
of which do not interact strongly). The strength is (F for Fermi)

GF ∼ 10−5

m2
p

∼ 1
(300 GeV)2

(4.3.2)
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This is similar to the gravitational interaction, where the coupling constant is Newton’s constant

GN ∼ 1
m2
Planck

∼ 1
(1016 GeV)2

(4.3.3)

Thus weak interactions appear to be associated with a mass scale O(100 GeV) (the
rest of GF being a dimensionless coupling constant). This can be the mass of an inter-
mediate vector particle mediating the interaction. The scattering amplitude includes a
factor corresponding to the propagator whose Fourier transform behaves like

∼ i

k2 −m2
V

(4.3.4)

In the low energy limit k2 → 0, yielding a factor ∼ 1/m2
V , which explains why β-

decay looks like a point interaction of strength

GF ∼ g2

m2
V

, g ∼ O(1) , mV ∼ O(100 GeV) (4.3.5)

After Fourier transforming (4.3.4), we obtain the screened static potential (Yukawa potential)

Vweak ∼ g2 e
−mV |~x|

|~x| (4.3.6)

An application of this idea to gravity fails, even though the strength is similar in dimen-
sions to weak interactions, because gravity is a long-range force (Vgravity ∼ 1/|~x|).
Another peculiar property of weak interactions is that they do not conserve parity: the
electrons and neutrinos involved in β-decay are left-handed.
Since weak interactions transform electrons to neutrinos (or create electrons and anti-
neutrinos), we should put them in a doublet,

ψL =
(
νe
e

)

L

(4.3.7)

where L indicates that the spinors are left-handed (recall that if e is a Dirac field, then
eL = 1

2 (1−γ5)e is a left-handed Weyl field). ψL is a spinor living in an abstract (weak
isospin) three-dimensional space. Rotations in this space form a SU(2) group and the
gauge theory corresponding to the weak charge should be a non-abelian SU(2) gauge
theory. To accommodate electromagnetic forces, we need to enlarge the gauge group.
Indeed, the electric chargeQ cannot be a generator of SU(2), because then it would be
traceless,

trQ = trQa
σa

2
= 0 (4.3.8)

whereas
trQ = Qν +Qe = 0 + (−1) 6= 0 (4.3.9)

We need to have SU(2)× U(1) at least. It turns out that the minimal choice suffices.
What is the physical meaning of this U(1)? Let Y be the corresponding charge (called
“weak hYpercharge”). The electric charge Q will be a linear combination of Y and
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an SU(2) generator. The latter may be chosen to be in the 3-direction without loss of
generality. Thus

Q = a
σ3

2
+ Y =

(
a
2 + Y 0

0 −a
2 + Y

)
(4.3.10)

Acting on the doublet ψL, we deduce

Qν =
a

2
+ Y , Qe = −a

2
+ Y (4.3.11)

Demanding Qν = 0, Qe = −1, we obtain

a = 1 , Y = −1
2

(4.3.12)

Let Bµ be the vector potential for the hypercharge. We have three more gauge bosons,

Wµ = W a
µ

σa

2
(4.3.13)

The photon field Aµ is a linear combination of Bµ and W 3
µ . The other three gauge

fields will have to be given masses via the Higgs mechanism in order to describe weak
interactions.
To build interactions, we need to introduce the gauge derivative,

Dµ = ∂µ + iAµ (4.3.14)

where I absorbed the coupling constant into the definition of the SU(2)×U(1) vector
potential,

Aµ = gW a
µ

σa

2
+ g′BµY (4.3.15)

This is because the U(1) coupling constant can be different from the SU(2) coupling
constant (however all generators of SU(2) must have the same coupling constant).
To reveal the photon, rotate in the “space” of W 3

µ and Bµ by an angle θW (W for weak
or Weinberg),

W 3
µ = cos θWZµ + sin θWAµ , Bµ = − sin θWZµ + cos θWAµ (4.3.16)

where Aµ is the photon and Zµ is a weak boson. The vector potential reads

Aµ =
(
g sin θW

σ3

2
+ g′ cos θWY

)
Aµ + . . . (4.3.17)

where I only included the terms involving the photon. The coefficient of Aµ should be
eQ, where e is the electromagnetic coupling (not to be confused with the electron field
e!). Therefore,

e

(
σ3

2
+ Y

)
= g sin θW

σ3

2
+ g′ cos θWY (4.3.18)

imposing two constraints on the three parameters g, g′, θW ,

tan θW =
g′

g
, e =

gg′√
g2 + g′2

(4.3.19)
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For the Higgs mechanism, we need to add a scalar field φ of Lagrangian density

L = Dµφ
†Dµφ− λ

2

(
φ†φ− v2

2

)2

(4.3.20)

Since the gauge derivative is a 2×2 matrix, φmust be a doublet (complex scalar) field.
The classical ground state is at

φ†φ =
v2

2
(4.3.21)

All choices are gauge-equivalent. We want to make a choice that will leave the photon
massless. This can be achieved if our choice obeys

Qφ = 0 (4.3.22)

so that the U(1) symmetry generated by Q is unbroken. If we are dumb enough to
make a different choice (for which Qφ 6= 0), then we will have to redefine the electric
charge and the photon. Eq. (4.3.22) is obeyed by the ground state

φ =
v√
2

(
1
0

)
(4.3.23)

(same as a doublet representing a (chargeless) neutrino). Let us expand around the
ground state,

φ =
1√
2

(
v + φ′

0

)
(4.3.24)

where φ′ is a real scalar field. We made a gauge choice (unitary gauge, equivalent to
setting σ = 0 in the abelian case). Originally, φ had 4 degrees of freedom (complex
doublet). After gauge-fixing, only 1 degree of freedom remains, φ′, the Higgs particle.
The other 3 degrees of freedom are expected to be eaten up by 3 of the four gauge
bosons, hopefully by W 1,2

µ and Zµ (not Aµ which should remain massless).
Let’s watch. The Lagrangian density reads

L =
1
2
(v 0)AµAµ

(
v
0

)
+ . . . (4.3.25)

where I only included terms which were quadratic in the gauge fields. Explicitly,

L =
e2v2

8 sin2 θW cos2 θW
ZµZ

µ +
e2v2

4 sin2 θW
W+
µ W

µ− + . . . (4.3.26)

where
W±
µ =

1√
2
(W 1

µ ± iW 2
µ) (4.3.27)

so that W−
µ is the complex conjugate of W+

µ (particle and anti-particle). There is no
term involving the photon Aµ showing that the photon is massless. The mass of Zµ is

mZ =
ev

2 sin θW cos θW
(4.3.28)
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and the mass of W±
µ is

mW =
ev

2 sin θW
(4.3.29)

Numerically, using e2

4π = 1
129 (not 1

137 - see eq. (3.2.129)), eq. (4.3.46) and (4.3.50),
we obtain

mW = 79.5 GeV , mZ = 90 GeV (4.3.30)

These values receive loop corrections (to be discussed later) ∼ 3%. They agree amaz-
ingly well with experiment (hence the Nobel prize to the experimentalists at CERN
who first observed W± and Z0).
4.3.2 Leptons
Leptons are expected to be described by a Lagrangian density

LL = ψ̄Liγ
µDµψL (4.3.31)

Since ψL is a Weyl spinor, it must be massless. To give a mass to the electron, we need
to have a term involving eR. The latter does not couple to W a

µ ; it is an SU(2) singlet.
5 The Lagrangian density for eR is

LR = ēRiγ
µ(∂µ + ig′BµY )eR (4.3.32)

i.e., it only includes the part of Aµ involving the U(1) field Bµ. The hypercharge
differs from the hypercharge of the left-handed doublet. Since eR is an SU(2) singlet,
Y = Q, therefore

Y = −1 (4.3.33)

For a mass term, we need to include ēLeR in the Lagrangian density. Since eL and
eR transform differently under SU(2), such a term is forbidden by gauge invariance -
weak interactions violate parity in an essential way! So who gives mass to the electron?
The answer is the same as with gauge bosons: the Higgs field. This is because gauge
invariance allows triple Higgs-electron-electron couplings.
To see this, first note the transformation properties of φ under SU(2) and U(1), respec-
tively,

δφ = iωa
σa

2
φ , δφ = iωY φ , Y = −1

2
(4.3.34)

φ has the same hypercharge as the neutrino because it was deliberately made to look
like it.
Next, we introduce its charge conjugate

φC = −iσ2φ
∗ (4.3.35)

Standard algebra yields

δφC = iωa
σa

2
φC , δφC = iωY φC , Y = +

1
2

(4.3.36)

5We shall ignore the (much smaller) mass of the neutrino - it can be added in the same way.
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It follows that ψ̄LφCeR is an SU(2) singlet and has Y = 1
2 + 1

2 − 1 = 0. Therefore,
it is gauge-invariant and may be part of the Lagrangian density (Yukawa coupling),

LYukawa = −feψ̄LφCeR + h.c. (4.3.37)

where fe is the electron Yukawa coupling constant. Since

φC =
1√
2

(
0

v + φ′

)
(4.3.38)

we obtain
LYukawa = −fev√

2
(ēLeR + ēReL) + interactions (4.3.39)

showing that the Higgs field has given a mass to the electron,

me =
fev√

2
(4.3.40)

Knowing the mass of the electron (me = 0.511 MeV) and v (eq. (4.3.46)), we deduce

fe = 2.9× 10−6 (4.3.41)

This is a dimensionless number, as fundamental as the fine structure constant α = 1
137 .

Why did Nature choose such a small number? I don’t know.
Moreover, Nature seems to have copied the leptons (at least) twice for a total of three
generations (families)

{e, νe} , {µ, νµ} , {τ, ντ} (4.3.42)

They are identical except for their masses. Since the masses are different, so are the
corresponding Yukawa coupling constants fe, fµ and fτ . Why are they different?
Again, I don’t know.
CURRENTS
From the left and right pieces of the Lagrangian density (eqs. (4.3.31) and (4.3.32),
respectively), we can read off the currents coupled to the various gauge bosons.

• charged current coupled to W+
µ ,

JµW =
e√

2 sin θW
ν̄eγ

µeL (4.3.43)

and similarly for W−
µ (obtained by charge conjugation).

The interaction of two currents at low energies (as in β-decay) has strength
(

e√
2 sin θW

)2 1
m2
W

=
2
v2

(4.3.44)

where the second factor comes from the W -boson propagator, as we discussed
above and we used eq. (4.3.29). This must equal the measured strength

2
√

2GF = 3.28× 10−5 (GeV)−2 (4.3.45)

We deduce
v =

1√√
2GF

= 247 GeV (4.3.46)
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• electromagnetic current coupled to Aµ,

JµA = e(ēLγµeL + ēRγ
µeR) (4.3.47)

No surprises here and of course no current for the neutrino.

• neutral current coupled to Zµ,

JµZ =
e

cos θW sin θW

(
1
2
ν̄eLγ

µνeL +
(

sin2 θW − 1
2

)
ēLγ

µeL + sin2 θW ēRγ
µeR

)

(4.3.48)
The strength of the effective low-energy interaction is

∼
(

e

cos θW sin θW

)2 1
m2
Z

=
2
v2

(4.3.49)

where we used (4.3.28) - same as W±
µ .

By performing eνe scattering experiments, we can determine θW , since this is the only
free (unknown) parameter. Moreover, the model has a lot of predictive power: all
cross-sections measured experimentally have to fit the theoretical predictions based on
a single parameter. The fit is embarassingly good. We obtain

sin2 θW = 0.23 ,∴ θW = 29o (4.3.50)

4.3.3 Quarks
From β-decay, we know that we need to put the u and d quarks in a doublet

ψL =
(
u
d

)

L

(4.3.51)

just as we did with e and νe (p→ n entails u→ d).
The charges are Qu = 2

3 and Qd = − 1
3 so the charge matrix is

Q =
(

2
3 0
0 − 1

3

)
(4.3.52)

Since Q = σ3

2 + Y (the coefficient of σ3

2 must match the leptonic case (4.3.11) for
gauge invariance), we deduce

Y =
1
6

(4.3.53)

Notice that we actually have two constraints for Y and they are both satisfied. A
coincidence? No, as we will see later when we discuss chiral anomalies: quarks and
leptons need each other for a deep reason (gauge invariance).
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To give masses to the quarks, first we need to introduce the right-handed partners uR
and dR which are SU(2) singlets, therefore Y = Q,

Y (uR) =
2
3
, Y (dR) = −1

3
(4.3.54)

The Yukawa interaction for the u quark is given by the Lagrangian density

Lu = −fuψ̄LφuR + h.c. (4.3.55)

It is obviously an SU(2) singlet and has Y = − 1
6 − 1

2 + 2
3 = 0, hence it is gauge-

invariant.
For the d quark, we need to involve φC , instead,

Ld = −fdψ̄LφCdR + h.c. (4.3.56)

It is obviously an SU(2) singlet and has Y = − 1
6 + 1

2 − 1
3 = 0, hence it is gauge-

invariant.
Explicitly,

Lu + Ld = −fuv√
2

(ūLuR + ūRuL)− fdv√
2

(d̄LdR + d̄RdL) + interactions (4.3.57)

showing that the masses of the two quarks are, respectively,

mu =
fuv√

2
, md =

fdv√
2

(4.3.58)

Similarly to leptons, Nature has made copies of these quarks (three families),

{u, d} , {c, s} , {t, b} (4.3.59)

which only differ in their masses.
Why did Nature make the same number of copies of quarks and leptons? She had a
deep reason, to be revealed when we discuss chiral anomalies.
CURRENTS
The currents involving the quarks may be found from the Lagrangian density of left-
handed quarks

LL = (ū d̄)LiγµDµ

(
u
d

)

L

+ (c̄ s̄)LiγµDµ

(
c
s

)

L

+ . . . (4.3.60)

together with its right-handed counterpart

LR =
∑

q=u,d,c,s,...

q̄Riγ
µ(∂µ + ig′BµY (qR))qR (4.3.61)

where I omitted the third generation in order to focus on the first two.
Unfortunately, Nature decided to play a game here which complicated things. Why?
Because she could.
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The dL and sL fields you see above are not the same as those in the Yukawa couplings.
This is allowed by gauge invariance. Indeed, we may rotate them in a two-dimensional
(flavor) space,

(
d′

s′

)

L

= O
(
d
s

)

L

, O =
(

cos θC sin θC
− sin θC cos θC

)
(4.3.62)

O is an orthogonal matrix and θC is the Cabibbo angle. Nature decided to adopt the
Lagrangian density

L′L = (ū d̄′)LiγµDµ

(
u
d′

)

L

+ (c̄ s̄′)LiγµDµ

(
c
s′

)

L

+ . . . (4.3.63)

instead, which is more complicated, but still gauge-invariant. 6 With this choice, gen-
erations get mixed and mass eigenstates are not the same as weak eigenstates. This has
observable consequences. 7

• Charged current coupled to W+
µ ,

JµW =
e√

2 sin θW
(ūLγµd′L + c̄Lγ

µs′L) (4.3.64)

It includes a strangeness-changing component proportional to sin θC (absent
when θC = 0). This allows the annihilation of a u quark and an s anti-quark
(into a W -boson), so e.g., a K+-meson (us̄ bound state) can decay into leptons.
The suppression factor for such interactions is sin2 θC and is found experimen-
tally to be (Cabibbo suppression)

sin2 θC = 0.05 ,∴ θC = 13o (4.3.65)

β-decay is also suppressed because the hadronic current involved (ūLγµdL, sim-
ilar to its leptonic counterpart) has a factor cos θC , so due to mixing, we get a
suppression of the decay rate by a factor

cos2 θC = 0.95 (4.3.66)

• neutral current coupled to Zµ,

JµZ =
e

cos θW sin θW
( ū d̄′ )L

(
σ3

2
− sin2 θWQ

)
γµ

(
u
d′

)

L

+ . . . (4.3.67)

is independent of θC because the matrix σ3

2 − sin2 θWQ is diagonal, so we could
simply replace d′ → d, s′ → s. So interactions involving Z-boson exchange do
not mix generations (preserve flavor).

6We could also rotate
„

u
c

«

L

, but there is no point. It’s the relative rotation of
„

u
c

«

L

vs
„

d
s

«

L
that makes a difference and this is whatO represents.

7For a long time, it was thought that no Cabibbo mixing occurred with leptons. Recent experimental
observations (neutrino oscillations) showed that leptons also mix. We shall not discuss this mixing here. It
can be introduced (together with neutrino masses) in much the same way as with quarks.
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EXAMPLE: K0 → µ+µ− (K0 is a ds̄ bound state) is not allowed. In fact
K0
L → µ+µ− has a branching ratio of ∼ 10−8 due to quantum (loop) effects (to

be discussed later).

HISTORICAL REMARK: The fourth quark (c) was postulated theoretically by Glashow-Iliopoulos-Maiani
in 1970 (GIM mechanism). It was much heavier than the first three quarks (u, d, s) to
have been observed experimentally, but was needed to explain the above experimental
results on currents.
KOBAYASHI-MASKAWA MATRIX
If Nature can mix two generations, why not mix all three of them? Indeed, she did.
The Lagrangian density is given in terms of




d′

s′

b′


 = U




d
s
b


 (4.3.68)

where U is a unitary matrix (Kobayashi-Maskawa matrix - Nobel prize 2008). It con-
tains additional (to θC) angles and more interestingly, it includes an unremovable phase
which implies CP violation. I won’t discuss this any further.

4.3.4 The Higgs
The Higgs field plays a fundamental role being solely responsible for the masses of all
particles. Yet it hasn’t been observed. Even though all parameters have been figured
out, there is one parameter about which we haven’t a clue: the mass of the Higgs
particle. Why is this so? The Higgs potential may be written as

V =
λ

2

(
φ†φ− v2

2

)2

=
1
2
λv2φ′2 + interactions (4.3.69)

showing that the mass of the Higgs particle is

mH =
√
λv2 (4.3.70)

We know v, but λ does not enter any of the observed parameters nor does it contribute to
cross sections (except through small quantum corrections). Worse yet, quantum effects
make infinite contributions to the mass of the Higgs particle (which may explain why
no fundamental spin-0 particles have been observed in Nature). Various solutions have
been proposed but Nature has yet to reveal her choice. The issue should be settled at
the Large Hadron Collider (LHC). We all look forward to the date when it will start
producing data.

4.4 The Standard Model
If we combine electroweak interactions based on SU(2)× U(1)Y with strong interac-
tions (QCD) based on SU(3), we have the Standard Model of all fundamental interac-
tions in Nature excluding gravity (Nobel prize to Glashow, Salam and Weinberg).
This model has received truely remarkable experimental confirmation. It is unsatisfac-
tory, though, because it contains a large number of arbitrary parameters:

• gauge couplings, g, g′ (or e, θW ) and gQCD
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• fermion masses for leptons and quarks

• the Kobayashi-Maskawa matrix with 4 parameters and similarly for leptons

• the Higgs mass

One can only hope that one day one will be able to understand the origin of all these
parameters.

4.5 Chiral anomalies

4.5.1 π0 → γγ

The decay of the neutral pion (π0) to two photons is an interesting process because it
provides a direct measurement of the number of colors (N = 3) and gives us a glimpse
of the chiral anomalies.
It is clear that classically the decay π0 → γγ is forbidden because π0 is neutral. It is,
however, allowed quantum mechanically because the pion couples to the axial current

Jµ3
A = ψ̄γµγ5

σ3

2
ψ =

1
2

(
ūγµγ5u− d̄γµγ5d

)
(4.5.1)

with an amplitude

G̃µ(p) = 〈0|J̃µ3
A (p)|π0〉 = −ifπpµ , fπ = 93 MeV (4.5.2)

The axial current consists of charged quarks which can couple to two photons via
electromagnetic currents

Jµ = Queūγ
µu+Qded̄γ

µd (4.5.3)

where Qu = 2
3 , Qd = − 1

3 with an amplitude

G̃µνλ(p, p1, p2) = 〈0|J̃µ3
A (p)J̃ν(p1)J̃λ(p2)|0〉

=
1
2
Ne2(Q2

u −Q2
d)G̃µνλ(p, p1, p2) (4.5.4)

where G̃ is the fourier transform of

Gµνλ(x, x′, x′′) = 〈0|T (ψ̄(x)γµγ5ψ(x)ψ̄(x′)γνψ(x′)ψ̄(x′′)γλψ(x′′))|0〉 (4.5.5)

and ψ is any massless Dirac field (the masses of the quarks may be ignored). The
momenta p1 and p2 are those of the two photons the respective electromagnetic currents
couple to.
The total amplitude for the decay π0(p) → γ(p1)γ(p2) is proportional to

G̃µ(p)G̃µνλ ∼ pµG̃µνλ(p, p1, p2) (4.5.6)

Notice that it is proportional to N so a measurement of the decay rate provides a mea-
surement of the number of colors (N = 3).
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Also notice that it should vanish because of conservation of the axial current (∂µJ
µ
A =

0, if the quark masses vanish). However, it does not vanish due to quantum effects
(chiral anomaly).
Conservation of the electromagnetic current leads to two more constraints,

pν1 G̃µνλ(p, p1, p2) = pλ2 G̃µνλ(p, p1, p2) = 0 (4.5.7)

Recall that this conservation law is a consequence of gauge invariance, so quantum
effects had better not spoil it, otherwise gauge invariance will be violated (cf. with the
violation of coservation of axial current which is an interesting but not earth shattering
effect).
To calculate Gµνλ, we may expand the Dirac field in creation and annihilation opera-
tors. After some algebra, we obtain

Gµνλ(x, x′, x′′) = tr[γµγ5SF (x−x′)γνSF (x′−x′′)γλSF (x′′−x)]+(ν, x′ ↔ λ, x′′)
(4.5.8)

Taking fourier transforms, i.e.,
∫
d4xd4x′d4x′′ ei(p·x−p1·x

′−p2·x′′)Gµνλ(x, x′, x′′) = (2π)4δ4(p+p1+p2)G̃µνλ(p, p1, p2)

(4.5.9)
we obtain

G̃µνλ(p, p1, p2) =
∫

d4k

(2π)4
tr

[
γµγ5

iγ · (k + p1)
(k + p1)2

γν
iγ · k
k2

γλ
iγ · (k − p2)
(k − p2)2

]
+(ν, p1 ↔ λ, p2)

(4.5.10)
Taking divergence, we obtain

pν1 G̃µνλ = −i
∫

d4k

(2π)4
tr

[
γµγ5

γ · k
k2

γλ
γ · (k − p2)
(k − p2)2

− γµγ5
γ · (k + p1)
(k + p1)2

γλ
γ · (k − p2)
(k − p2)2

]

−i
∫

d4k

(2π)4
tr

[
γµγ5

γ · (k + p2)
(k + p2)2

γλ
γ · (k − p1)
(k − p1)2

− γµγ5
γ · (k + p2)
(k + p2)2

γλ
γ · k
k2

]

(4.5.11)

This is seen to vanish if on the first line we let k → k + p2 in the 1st term and
k → k + p2 − p1 in the 2nd term. Unfortunately, the above argument fails, because
individual terms are infinite (so we just argued ∞ − ∞ = 0). In fact, the answer
is ambiguous (∞ − ∞ can be anything!). To exhibit the ambiguity, we shall shift
k → k + A in the first line (A being arbitrary), switch to Euclidean space by rotating
k0 → ik0 and then regulate the integrals by including a factor e−k

2/Λ2
. At the end of

the day, we shall let Λ →∞ (so e−k
2/Λ2 → 1).

We arrive at

pν1 G̃µνλ = −4iεµαλβ
∫

d4k

(2π)4
e−k

2/Λ2
[
(k +A)α(k +A− p2)β

(k +A)2(k +A− p2)2
− (k +A+ p1)α(k +A− p2)β

(k +A+ p1)2(k +A− p2)2

]

−4iεµαλβ
∫

d4k

(2π)4
e−k

2/Λ2
[
(k + p2)α(k − p1)β

(k + p2)2(k − p1)2
− (k + p2)αkβ

(k + p2)2k2

]
(4.5.12)
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where we used tr(γµγαγλγβγ5) = 4iεµαλβ .
If we now shift k → k−A+p2 in the 1st term, it does not cancel the last term; instead
we obtain a factor

e−(k−A+p2)
2/Λ2 − e−k

2/Λ2
= e−k

2/Λ2
[
2k · (A− p2)

Λ2
+ . . .

]
(4.5.13)



UNIT 5

Spin 2 (gravity)

5.1 Curved spaces

5.1.1 The metric
So far we have been working in flat Minkowski spacetime where the distance between
two events (proper time) was given by

dτ2 = ηµνdx
µdxν = dt2 − d~x2 (5.1.1)

where ηµν is the matrix (1.1.10). We made sure all inertial observers agreed on our
results; they were connected via Lorentz transformations which left proper time invari-
ant, or, equivalently, ΛT ηΛ = η (eq. (1.1.11)).
As Einstein first realized, gravity creates curvature. To include gravity, we need to
modify our assumption of flatness (Minkowski space) and work in a more general
curved space. Proper time is then given by

dτ2 = gµνdx
µdxν (5.1.2)

where gµν is a symmetric 4×4 matrix (the metric). It has to be non-singular so that g−1

exists everywhere. We have certain freedom in defining gµν , because we may always
change coordinates

xµ → x̄µ = xµ + ωµ (5.1.3)

where ωµ is itself a function of xµ. I shall always assume ωµ is small and drop terms
of second order in ωµ. By the chain rule,

dxµ → dx̄µ =
∂x̄µ

∂xν
dxν = (δµν + ∂νω

µ)dxν (5.1.4)

Since
dτ2 = gµνdx

µdxν = ḡµνdx̄
µdx̄ν (5.1.5)

it follows that the metric in the new coordinates is given by

ḡµν = (δρµ − ∂µω
ρ)(δσν − ∂νω

σ)gρσ (5.1.6)
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Locally, we may always choose coordinates so that

gµν = ηµν + . . . (5.1.7)

where the dots represent second-order corrections.
EXAMPLE 1: Consider the Euclidean plane on which the line element may be written
as

ds2 = dx2 + dy2 = dr2 + r2dθ2 (5.1.8)

in Cartesian and polar coordinates respectively. We have gxx = gyy = 1, gxy = 0 and
grr = 1, gθθ = r2, grθ = 0, in the two coordinate systems. In polar coordinates, gµν
may look complicated, but it still describes a boring (flat) plane.
EXAMPLE 2: The line element on the surface of a unit sphere is

ds2 = dθ2 + sin2 θdφ2 (5.1.9)

so gθθ = 1, gφφ = sin2 θ, gφθ = 0. This surface is not flat. Near the north pole (θ = 0),
we have sin2 θ = θ2 − 1

3θ
4 + . . ., so

ds2 ≈ dθ2 + θ2dφ2 (5.1.10)

which is a plane in polar coordinates (with θ playing the rôle of distance from the
origin) and corrections are of second order.
EXAMPLE 3: Our Universe at cosmic scales looks almost flat (in space). Proper time
is given by

dτ2 = dt2 − a2(t)d~x2 , d~x2 = dx2 + dy2 + dz2 (5.1.11)

so gtt = 1, gxx = gyy = gzz = −a2(t). If a = const., this is just Minkowski
spacetime. However, a increases with time giving our Universe spacetime (but not
spatial) curvature. a(t) is a cosmic scale factor and not a measurable distance between
any two objects. Galaxies are at fixed ~x but appear to be flying apart, because the
distance between them that one measures is

∆s = a(t)|∆~x| (5.1.12)

which is increasing with time. As we go back in time, a decreases. It turns out (from
the equations of Einstein’s General Theory of Relativity) that a → 0 in finite time,
which implies that spacetime started as a singularity (the Big Bang).

5.1.2 Scalars, vectors, tensors
Scalars are invariant under coordinate transformations. E.g., the Klein-Gordon field

φ(xµ) → φ(x̄µ) (5.1.13)

changes only through its argument (xµ → x̄µ).
A vector V µ transforms in the same way as dxµ (eq. (5.1.4)),

V µ → (δµν + ∂νω
µ)V ν (5.1.14)
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EXAMPLE 1: The velocity

vµ =
dxµ

dτ
(5.1.15)

clearly transforms as dxµ, since dτ is invariant.
EXAMPLE 2: The vector potential Aµ (a vector field).
We can take dot products of vectors. This produces a scalar, which is a physical quan-
tity and can therefore be measured. In Minkowski space we defined for vectors Aµ,
Bµ,

A ·B = ηµνA
µBν = A0B0 − ~A · ~B (5.1.16)

This is generalized in curved space to

A ·B = gµνA
µBν (5.1.17)

That this is a scalar follows from the transformation properties of vectors (5.1.14) and
the metric (5.1.6). For the velocity (5.1.15), we have

v2 ≡ v · v = gµν
dxµ

dτ

dxν

dτ
= 1 (5.1.18)

where we used (5.1.2), clearly a scalar.
We may write

A ·B = AµB
µ , Aµ = gµνA

ν (5.1.19)

in terms of the covariant vector Aµ which is obtained by lowering the index of the
contravariant vector Aµ with gµν . In Minkowski space, this was kind of trivial (A0 =
A0,Bi = −Bi), but in curved space it isn’t, for gµν may be complicated. The transfor-
mation properties of Vµ is deduced from those of V µ (eq. (5.1.14) and gµν (eq. (5.1.6)).
We obtain

Vµ → (δνµ − ∂µω
ν)Vν (5.1.20)

Notice the minus sign - it was plus for a contravariant vector. Other than the sign, the
form of the factor is similar with indices easily guessed at.
EXAMPLE: The gradient of a scalar,

∂µφ =
∂φ

∂xµ
(5.1.21)

is a covariant vector. This follows from the chain rule,

∂φ

∂x̄µ
=
∂xν

∂x̄µ
∂φ

∂xν
= (δνµ − ∂µω

ν)
∂φ

∂xν
(5.1.22)

where we used (5.1.3).
Multiplying two vectors, we produce a two-index object (tensor)

Tµν = AµBν (5.1.23)

whose transformation properties follow from those of the vectors (5.1.14),

Tµν → (δµρ + ∂ρω
µ)(δνσ + ∂σω

ν)T ρσ (5.1.24)
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Any object which transforms in this manner is a tensor with two indices upstairs. Sim-
ilarly, Tµν = AµBν is a tensor but with two indices downstairs. Generalizing, the
object

Tµ1...µm
ν1...νn

(5.1.25)

is a tensor if it transforms in the same manner as

Aµ1
1 . . . Aµm

m B1ν1 . . . Bnνn (5.1.26)

Notice that each index transforms independently of the rest - an upstairs index trans-
forms contravariantly (eq. (5.1.14)) whereas a downstairs index transforms covariantly
(eq. (5.1.20)).
It is also convenient to define gµν as the inverse matrix g−1,

gµνgνρ = δµρ (5.1.27)

i.e., g−1g = I . It transforms as a tensor. From (5.1.19), we deduce

Aµ = gµνAν (5.1.28)

i.e., gµν raises an index.
Another special tensor is δνµ whose components do not change under coordinate trans-
formations. It is the only tensor with this property.
5.1.3 Derivatives
We have already established (eq. (5.1.22)) that the gradient of a scalar, ∂µφ is a covari-
ant vector (with an index downstairs). What about the gradient of a vector, ∂µV α - is
it a tensor? Let’s transform it to see. Using the chain rule and (5.1.14), we obtain

∂µV
α → (δνµ − ∂µω

ν)∂ν{(δαβ + ∂βω
α)V β}

= (δνµ − ∂µω
ν)(δαβ + ∂βω

α)∂νV β + (∂µ∂βωα)V β (5.1.29)

If ∂µV α were a tensor, the last term would be absent. We can correct this by replacing
the partial derivative ∂µ with the covariant derivative ∇µ. Its action on a scalar should
coincide with the partial derivative,

∇µφ = ∂µφ (5.1.30)

since ∂µφ transforms as a vector. On a vector, we define1

∇µV α = ∂µV
α + ΓαµβV

β (5.1.31)

The Γαµβ are the Christoffel symbols (connection coefficients). They should not form a
tensor, if we want∇µV α to be one. If they formed a tensor, then they would transform
as

Γαµβ → Γ̄αµβ = (δαγ + ∂γω
α)(δνµ − ∂µω

ν)(δλβ − ∂βω
λ)Γγνλ (5.1.32)

1Other notation often used: V α
,µ = ∂µV α, V α

;µ = ∇µV α.
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To take care of the unwanted piece in (5.1.29), we demand that the connection coeffi-
cients transform as

Γαµβ → Γ̄αµβ − ∂µ∂βω
α (5.1.33)

Combining (5.1.29) and (5.1.33), we deduce

∇µV α → (δνµ − ∂µω
ν)(δαβ + ∂βω

α)∇νV β (5.1.34)

establishing that ∇µV α is indeed a tensor.
An explicit expression for the connection coefficients is given by

Γαµβ = 1
2g
αλ(∂µgλβ + ∂βgλµ − ∂λgµβ) (5.1.35)

Thusly defined, they are symmetric (torsionless),

Γαµβ = Γαβµ (5.1.36)

This definition is by no means unique, but no physical insight is gained by a different
definition (which is usually lacking). It follows from the transformation properties
of the metric tensor that the connection coefficients defined by (5.1.35) transform as
desired (eq. (5.1.33)).
The covariant derivative on a product of vectors (tensor) is obtained by the product
rule,

∇µ(AαBβ) = (∇µAα)Bβ +Aα∇µBβ
= ∂µ(AαBβ) + ΓαµγA

γBβ + ΓβµγA
αBγ (5.1.37)

Similarly, for any tensor with two indices upstairs, we have

∇µTαβ = ∂µT
αβ + ΓαµγT

γβ + ΓβµγT
αγ (5.1.38)

To define the action of ∇µ on a covariant vector, note that the inner product is a scalar
on which ∇µ coincides with ∂µ,

∇µ(AαBα) = ∂µ(AαBα) (5.1.39)

Using the product rule, we deduce after some rearrangements,

(∇µAα)Bα + ΓβµαAβB
α = (∂µAα)Bα (5.1.40)

Since Bα is an arbitrary vector, it follows that

∇µAα = ∂µAα − ΓβµαAβ (5.1.41)

This is similar to the action (5.1.31) on a contravariant vector with an obvious place-
ment of indices but with a minus sign. Generalizing to an arbitrary tensor (5.1.25) is
now straightforward: ∇µ acts on (5.1.25) as it does on the product of vectors (5.1.26)
using (5.1.31), (5.1.41) and the product rule.
Special tensors:

• δνµ. It is the only tensor that satisfies

∂µδ
β
α = ∇µδβα = 0 (5.1.42)
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• gµν is also covariantly constant,

∇µgαβ = 0 (5.1.43)

and so is its inverse, ∇µgαβ = 0.

5.1.4 Curvature
Curvature is best captured by going around a small square with sides along two coor-
dinate axes, xµ and xν , say, holding a vector Vα. Along each side, the change is given
by the corrsponding covariant derivative of vα, so the total change around the square
is proportional to the second derivative. More precisely, it is given by the commutator
[∇µ,∇ν ] acting on the vector, which vanishes in flat space. We define the curvature
(Riemann) tensor by

[∇µ,∇ν ]Vα = −RβαµνVβ (5.1.44)

Using the definition of a covariant derivative, after some algebra, we arrive at an explicit
expression in terms of the connection coefficients,

Rβαµν = ∂µΓβνα − ∂νΓβµα + ΓβµγΓ
γ
να − ΓβνγΓ

γ
µα (5.1.45)

To see the analogy with gauge theories, let us introduce the notation

(Aµ)βα = iΓβµα , (Fµν)βα = iRβαµν (5.1.46)

where Aµ and Fµν are matrices. The action of the covariant derivative (5.1.41) on the
covariant vector Vα may be written as

∇µV = ∂µV + iAµV (5.1.47)

which is of the same form as the gauge derivative. The definition of the Riemann
tensor (5.1.44) reads

[∇µ,∇ν ]V = iFµνV (5.1.48)

which shows that F is a “field strength” (in electromagnetism it led to the Aharonov-
Bohm effect by selecting spatial directions and integrating over a finite surface). Finally
the explicit expression (5.1.45) becomes

Fµν = ∂µAν − ∂νAµ − i[Aµ,Aν ] (5.1.49)

which is similar to the expression of the field strength in terms of the vector potential
in a gauge theory.
Another useful result which applies directly to both gravity and gauge theories is the
Bianchi identity,

[∇µ, [∇ν ,∇ρ]] + [∇ν , [∇ρ,∇µ]] + [∇ρ, [∇µ,∇ν ]] = 0 (5.1.50)

which is obvious for any three objects, not just ∇µ. It leads to

∇µRβανρ +∇νRβαρµ +∇ρRβαµν = 0 (5.1.51)
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which may also be written as

∇µFνρ +∇νFρµ +∇ρFµν = 0 (5.1.52)

The latter is of the same form as the homogeneous Maxwell equations in a gauge theory
(derived similarly by replacing ∇µ → Dµ). In electromagnetism, they are: ~∇ · ~B = 0
and Faraday’s Law, ~∇× ~E = −∂ ~B

∂t .
By contracting indices, we construct the Ricci tensor

Rαβ = Rµαµβ (5.1.53)

which is a symmetric tensor, and the Ricci scalar,

R = Rαα = gαβRαβ (5.1.54)

EXAMPLE: For a two-dimensional sphere of radius a,

R =
2
a2

(5.1.55)

These curvature tensors have a lot of interesting properties, but I shall resist the temp-
tation to dwell upon them, because we ought to get on with our program: field theory.

5.2 Fields in curved spacetime

5.2.1 Scalars
We wish to generalize to curved spacetime the action (1.2.30) with Lagrangian density
L given by (1.2.32) whose variation led to the Klein-Gordon equation (1.2.33). Since
∂µφ is a vector even in curved spacetime, L is still a scalar. On the other hand, the
measure d4x in the action is not invariant under coordinate transformations. This is
true even in flat space. Unless we use cartesian coordinates, we ought to include a
Jacobian in the definition of the volume element. To find a general expression, recall
that under a coordinate transformation, dxµ transforms as in (5.1.4). Therefore, d4x
gets multiplied by the Jacobian

J = det(δνµ + ∂µω
ν) (5.2.1)

Comparing with the transformation of the metric tensor (5.1.6), which yields

det g → [det(δνµ − ∂µω
ν)]2 det g = J−2 det g (5.2.2)

we immediately deduce that
d4x

√
| det g| (5.2.3)

is invariant under coordinate transformations. In spacetime, det g < 0, so | det g| =
− det g. We shall keep the same definition for the action (1.2.30) as in flat spacetime
(in terms of a non-scalar measure) and absorb the Jacobian into L instead. The new L
is no longer a scalar. In curved spacetime, there is one more term we can add which is a
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scalar quadratic in φ and has two derivatives: Rφ2, whereR is the Ricci scalar (5.1.54).
Adding it and including the Jacobian, we obtain the general form of the Lagrangian
density for a scalar field in curved spacetime,

L = 1
2

√
|det g|{gµν∂µφ∂νφ−m2φ2 − ξRφ2

}
(5.2.4)

in terms of input parameters m and ξ. Applying the field equation (1.2.31), we obtain
the generalized Klein-Gordon equation

1√
| det g|∂µ

(√
|det g|gµν∂νφ

)
+m2φ+ ξRφ = 0 (5.2.5)

In the presence of gµν , there is no translational invariance and the Hamiltonian (to-
tal energy) is not conserved, in general. We can no longer obtain the stress-energy
tensor as a Noether current as in (1.5.16). Fortunately, we now have a new cool way
of calculating Tµν (which will, of course, not be conserved in general). As Einstein
taught us, matter creates curvature, so gµν couples to Tµν . Just like in electromag-
netism we defined the electric current by varying the vector potential in the Lagrangian
(eq. (3.2.46)), we shall define Tµν by varying gµν in (5.2.4),

Tµν =
2√
| det g|

∂L
∂gµν

(5.2.6)

The 1/
√
| det g| factor is needed because L is not a scalar due to the inclusion of√

| det g| in its definition. The numerical factor of 2 can be obtained by comparing
with earlier flat-space results. Eq. (5.2.6) gives a superior method of calculating Tµν
even in flat space. It always gives a physical answer. Recall that this was not the
case with the Noether current calculation of Tµν in electromagnetism which gave an
expression that was not gauge-invariant (and therefore not physical).
Let us calculate the stress-energy tensor in flat space. To use (5.2.6), let

gµν = ηµν + hµν , |hµν | ¿ 1 (5.2.7)

We may drop terms which are of higher order than 1 in hµν . We have

gµν = ηµν − hµν + . . . ,
√
| det g| = 1− 1

2h
µ
µ + . . . (5.2.8)

where indices are raised and lowered by η. Also, the connection coefficients (5.1.35)
are

Γαµβ = − 1
2 (∂µhαβ + ∂βh

α
µ − ∂αhµβ) + . . . (5.2.9)

leading to the Ricci scalar

R = gµνRαµαν

= ηµν(∂αΓαµν − ∂νΓαµα) + . . .

= ∂α∂µh
αµ − ∂α∂

αhµµ + . . . (5.2.10)
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The Lagrangian density (5.2.4) becomes

L = 1
2

{
(1− 1

2h
µ
µ)(∂

αφ∂αφ−m2φ2) + hµν∂µφ∂νφ− ξ(∂α∂µhαµ − ∂α∂
αhµµ)φ

2
}
+. . .

(5.2.11)
The zeroth-order term is the Klein-Gordon Lagrangian density in flat space (1.2.32).
The first-order terms contribute to the derivative in (5.2.6). We obtain

Tµν = ∂µφ∂νφ− 1
2ηµν(∂

αφ∂αφ−m2φ2)− ξ(∂µ∂νφ2 − ηµν∂α∂
αφ2)

= (1− 2ξ)∂µφ∂νφ+ (2ξ − 1
2 )ηµν(∂αφ∂αφ−m2φ2)− 2ξφ∂µ∂νφ

(5.2.12)

where in the second step I used the Klein-Gordon equation (1.2.33). Notice that ξ
survived the flat-space limit! If ξ = 0, then we recover the Noether current result. For
an arbitrary ξ, the stress-energy tensor (5.2.12) is conserved,

∂µTµν = 0 (5.2.13)

Their origin is evident when we place the system in a curved background. It is less
straightforward to derive these expressions working in flat space. An interesting quan-
tity is the trace, which is a scalar. Using the Klein-Gordon equation, we obtain from (5.2.12)

Tµµ = (6ξ − 1)∂µφ∂µφ− 2(3ξ − 1)m2φ2 (5.2.14)

This vanishes in the special case

ξ =
1
6
, m = 0 (5.2.15)

Since Tµµ = 0, there is no scale in the system and the theory has conformal symmetry.
The stress-energy tensor (5.2.12) is given by

Tµν =
2
3
∂µφ∂νφ− 1

6
ηµν∂

αφ∂αφ− 1
3
φ∂µ∂νφ (5.2.16)

Sometimes this is referred to as the new improved stress-energy tensor.
5.2.2 The Casimir effect
We shall now calculate a vacuum effect that has actually been confirmed experimen-
tally. The vacuum energy is part of the vacuum expectation value of the stress-energy
tensor,

〈0|Tµν |0〉 (5.2.17)

since T00 is the energy density. Let us first calculate it in flat space with ξ = 0. We al-
ready know the answer, because this is the Klein-Gordon field we have already studied
in detail. We shall do the calculation in a slightly different way with an eye toward gen-
eralization. Since Tµν is quadratic in φ, its expectation value involves expressions of
the form 〈φ(x)φ(x)〉, together with various derivatives. These are singular expressions
involving fields at coincident points. This is the reason why we obtained a divergent re-
sult for the energy density before (eq. (1.3.7)). To render 〈Tµν〉 finite, we shall separate
the arguments of the fields, thus replacing

〈φ(x)φ(x)〉 → 〈φ(x)φ(y)〉 (5.2.18)
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with the understanding that at the end of the day we ought to take the limit y → x.
Thus, in flat Minkowski space with ξ = 0, we may write

〈0|Tµν |0〉 =
{−∂µ∂ν + 1

2ηµν(∂α∂
α +m2)

}
D(x− y) (5.2.19)

where D(x − y) is the propagator (1.4.4) which is only a function of the distance
(x− y)µ by translational invariance. It is a solution of the Klein-Gordon equation,

(∂µ∂µ +m2)D(x− y) = 0 (5.2.20)

Only positive-energy solutions contribute to this propagator (which fixes the boundary
conditions).
For the energy density, we obtain from (5.2.19), using the integral representation of the
propagator (1.4.4),

〈0|T00|0〉 =
∫

d3k

(2π)3
1
2ωk e

−k·(x−y) (5.2.21)

Letting y → x, we recover our earlier result (1.3.7).
Now suppose that φ is confined in the 3-direction (z-axis) between two infinite planes
at x3 = 0, L, where it has to vanish (Dirichlet boundary conditions). Then, instead of
eik3x

3
in the wavefunction, we ought to choose

sin(k3x
3) , k3 =

nπ

L
(n ∈ Z) (5.2.22)

The calculation of the propagator changes. Since there is no translational invariance in
the 3-direction, the propagator is not a function of the distance only. We shall compute
it in the massless case (m = 0). In this case, the Minkowski propagator (1.4.4) is

D(x− y) = − 1
4π2(x− y)2

, (x− y)2 = (x0 − y0 − iε)2 − (~x− ~y)2 (5.2.23)

where ε > 0 for the integral (1.4.4) to exist. If we were in a four-dimensional Euclidean
space, this propagator would be the electrostatic potential at yµ due to a unit charge at
xµ. To change the boundary conditions and introduce the two surfaces at x3 = 0, L,
we may follow what we already know from electrostatics: use the method of images.
We need two infinite series of image charges of alternating signs. The new potential
(propagator) is

D(x, y) = − 1
4π2

∞∑
n=−∞

{
1

(x− y − 2nLê3)2
− 1

(x− y − 2(nL− y3)ê3)2

}

(5.2.24)
where ê3 is a unit vector in the 3-direction. This propagator satisfies the massless Klein-
Gordon equation, for the same reason D(x − y) (eq. (5.2.23)) did. It also satisfies the
boundary conditions,

D(x, y) = 0 , x3 = 0, L or y3 = 0, L (5.2.25)

The vacuum energy density can be written as

〈0|T00|0〉 = 1
2

{
∂x0 ∂

y
0 + ~∇x · ~∇y

}
D(x, y) (5.2.26)
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to be compared with the infinite space expression (5.2.19) with µ = ν = 0 and m = 0
(to which it reduces in the limit L→∞). To calculate this, use

∂x0 ∂
y
0

1
Da =

2
D2
a

+ . . . , ∂xi ∂
y
i

1
Da = − 2

D2
a

+ . . . (i = 1, 2) (5.2.27)

where Da = (x− y − 2aê3)2 with a = nL, nL− y3, and

∂x3 ∂
y
3

1
DnL = − 2

D2
nL

− 8(x3 − y3 − 2nL)2

D3
nL

+ . . .

∂x3 ∂
y
3

1
DnL−y3

=
2

D2
nL−y3

+
8(x3 + y3 − 2nL)2

D3
nL−y3

+ . . . (5.2.28)

where I omitted terms that vanish as y → x. Putting everything together, we obtain

〈0|T00|0〉 = − 1
8π2

∞∑
n=−∞

{
2(1− 3)
D2
nL

− 8(x3 − y3 − 2nL)2

D3
nL

− 2(1− 2 + 1)
D2
nL−y3

− 8(x3 + y3 − 2nL)2

D3
nL−y3

}
(5.2.29)

This is an infinite quantity, but the infinity is entirely due to the contribution of the
original charge at xµ (first two terms in series with n = 0). All the other terms which
are due to the image charges are finite as y → x. After subtracting the contribution
of the original charge, i.e., the energy density (5.2.21) of the infinite space, and letting
y → x, we obtain the normal-ordered density

〈0| : T00 : |0〉 = − 1
32π2

∑

n 6=0

1
(nL)4

− 1
16π2

∞∑
n=−∞

1
(x3 − nL)4

(5.2.30)

which is a physical quantity that can be measured. It is finite in the interior, but diverges
as one approaches the boundaries (x3 → 0, L). The divergence is due to the n = 0, 1
terms in the second series. We obtain

〈0| : T00 : |0〉 ∼ − 1
16π2(x3)4

as x3 → 0 (5.2.31)

and similarly for x3 → L.
Our subtracting of infinity in the interior did not guarantee finiteness at the boundary.
We need to work harder to achieve that. Instead, we turn to a case where no extra work
is needed: ξ = 1

6 which possesses conformal symmetry (Tµµ = 0). Using the new
improved stress-energy tensor (5.2.16), instead of (5.2.26), we have

〈0|T00|0〉 = 1
6

{
5∂x0 ∂

y
0 + ~∇x · ~∇y

}
D(x, y) (5.2.32)

Working as before, this leads to

〈0|T00|0〉 = − 1
24π2

∞∑
n=−∞

{
2(5− 3)
D2
nL

− 8(x3 − y3 − 2nL)2

D3
nL

− 2(5− 2 + 1)
D2
nL−y3

− 8(x3 + y3 − 2nL)2

D3
nL−y3

}
(5.2.33)
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instead of (5.2.29). This time, the last two terms in the series cancel each other. After
normal-ordering and taking the limit y → x, we obtain instead of (5.2.30),

〈0| : T00 : |0〉 = − 1
24π2

∑

n 6=0

12
(2nL)4

= − π2

1440L4
(5.2.34)

where I used ∞∑
n=1

1
n4

=
π4

90
(5.2.35)

This vacuum energy density is finite and constant everywhere.
The conformal field mimics the electromagnetic vector potential which also has trace-
less stress-energy tensor (no scale). The latter has two degrees of freedom, so the
vacuum electromagnetic energy density should be double the expression (5.2.34),

ρem = − π2

720L4
(5.2.36)

This has actually been measured. It is a negative energy density showing that there is
an attractive force between the two plates at x3 = 0, L (one gains energy by bringing
them from infinity). To find the force, let each plate have (large) areaA (with negligible
edge effects). The total energy is

Eem = ρem(AL) = − π2A

720L3
(5.2.37)

The force is

F = −dEem
dL

= − π2A

240L4
(5.2.38)

In everyday units, the force per unit area is

F

A
= − π2~c

240L4
(5.2.39)

a tiny but finite vacuum effect which has been observed experimentally.
5.2.3 A toy Universe
The metric in our Universe looks like (5.1.11). To simplify the calculation, we shall
get rid of two spatial coordinates. Similar results are obtained if we reinstate them, but
the calculation becomes considerably more involved. The metric (5.1.11) simplifies to

dτ2 = dT2 − a2(T)dx2 (5.2.40)

where T is the time coordinate (measured by our clocks) and x is the single spatial
coordinate. I used T for our time because I wanted to reserve t for a different time
variable which is physically important (even though it is not what our clocks read)
defined by

dT
dt

= a(T) ⇒ t =
∫

dT
a(T)

(5.2.41)
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The metric in terms of t reads

dτ2 = a2(T){dt2 − dx2} (5.2.42)

therefore
gµν = a2ηµν ,

√
| det g| = a2 (5.2.43)

The wave equation (5.2.5) with ξ = 0 (another simplification) reads

∂2
t φ− ∂2

xφ+ a2m2φ = 0 (5.2.44)

With a = 1, we would obtain the standard Minkowski spacetime positive-energy solu-
tions (1.2.34),

uk =
1√
2ωk

e−i(ωkt−kx) , ωk =
√
k2 +m2 (5.2.45)

where I included a normalization factor for convenience. The general solution may
be expanded as in (1.2.39), keeping in mind that we have one and not three spatial
dimensions,

φ(x, t) =
∫

dk

2π
{
a(k)uk(x, t) + a†(k)u∗k(x, t)

}
(5.2.46)

With a time-varying a, plane waves are no longer solutions. Separating variables,

φ(x, t) = eikxT (t) (5.2.47)

we obtain
T̈ + (k2 + a2m2)T = 0 (5.2.48)

For an explicit calculation, choose

a2 = 1 +
λ

1 + e−2Ht
(λ > 0) (5.2.49)

This is an increasing function of t. The parameter H represents the rate of expansion,
like the Hubble parameter in our Universe. Let us choose units so that

H = 1 (5.2.50)

In the infinite past (t → −∞), a2 → 1, so we have Minkowski space and t ≈ T (our
time).
In the infinite future (t→ +∞), a2 → 1 + λ, so the Universe is Minkowski again,

dτ2 ≈ dt̄2 − dx̄2 , t̄ = T ≈
√

1 + λt , x̄ ≈
√

1 + λx (5.2.51)

but different from the Minkowski space of the infinite past due to scaling: Galaxies at
x =const. have moved apart. The wave equation admits plane-wave positive-energy
solutions

ūk =
1√
2ω̄k

e−i(ω̄kt−kx) , ω̄k =
√
k2 + (1 + λ)m2 (5.2.52)
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The general solution may be expanded as

φ(x, t) =
∫

dk

2π
{
b(k)ūk(x, t) + b†(k)ū∗k(x, t)

}
(5.2.53)

To relate this expansion to the expansion (5.2.46) in the infinite past, we need to solve
the wave equation for arbitrary t. The solution to (5.2.48) may be written in terms of a
hypergeometric function as

T (t) =
1√
2ωk

e−iωkt(1+ e2t)−iω−F (1+ iω−; iω−; 1− iωk; 1/(1+ e−2t)) (5.2.54)

where ω± = 1
2 (ω̄k ± ωk). Another linearly independent solution of (5.2.48) is the

complex conjugate of (5.2.54). The normalization constant is chosen so that in the
infinite past,

eikxT (t) ≈ uk(x, t) (t→ −∞) (5.2.55)

where uk is given by (5.2.45) and we used F (0) = 1.2

To find what happens in the infinite future, we need the hypergeometric identity

F (a, b; c; z) =
Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b)

F (a, b; a+ b− c+ 1; 1− z)

+
Γ(c)Γ(a+ b− c)

Γ(a)Γ(b)
(1− z)c−a−b F (c− a, c− b; c− a− b+ 1; 1− z)

In our case, z = 1/(1 + e−2t), so 1 − z = 1/(1 + e2t) → 0 as t → +∞. For z ≈ 1,
we have

F (a, b; c; z) ≈ Γ(c)Γ(c− a− b)
Γ(c− a)Γ(c− b)

+
Γ(c)Γ(a+ b− c)

Γ(a)Γ(b)
(1− z)c−a−b

so as t→ +∞,
eikxT (t) ≈ α(k)ūk + β(k)ū∗k (5.2.56)

where ūk is given by (5.2.52) and the coefficients are

α(k) =
√
ω̄k
ωk

Γ(1− iωk)Γ(−iω̄k)
Γ(1− iω+)Γ(−iω+)

, β(k) =
√
ω̄k
ωk

Γ(1− iωk)Γ(−iω̄k)
Γ(1− iω−)Γ(−iω−)

(5.2.57)
It is disturbing that β 6= 0 for it implies that a positive-energy solution in the infinite
past evolves into a mixture of positive- and negative-energy solutions in the future! 3 In
Minkowski space such a mixture is not possible: a Lorentz transformation preserves the
sign of the energy k0 and maps a creation operator to a creation operator (eq. (1.3.40)).
In our Universe, it seems that what looks like a creation operator for one observer may

2The hypergeometric function F (a, b; c; z) satisfies the second-order equation

z(1− z)F ′′ + [c− (a+ b+ 1)z]F ′ − abF = 0

and is regular at z = 0, so one sets F (0) = 1.
3This is, of course, not the case if there is no expansion. Then ω− = 0 and β(k) ∝ 1/Γ(0) = 0.
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be a mixture of a creation and an annihilation operator for another. Two observers may
not agree on the very concept of a particle.
Using the results (5.2.55) and (5.2.56) and their complex conjugates, we deduce that
the field (5.2.46) in the infinite past evolves into (5.2.53) in the infinite future, where

b(k) = α(k)a(k) + β∗(k)α†(k) , b†(k) = β(k)a(k) + α∗(k)a†(k) (5.2.58)

This is a Bogolubov transformation and α, β are the Bogolubov coefficients.
If a and a† satisfy the commutation relations

[a(k), a†(k′)] = 2πδ(k − k′) (5.2.59)

then we have
[b(k), b†(k′)] = 2π{|α(k)|2 − |β(k)|2}δ(k − k′) (5.2.60)

Using the Gamma function identities

|Γ(1 + ix)|2 =
πx

sinhπx
(x ∈ R) , Γ(1 + z) = zΓ(z) (z ∈ C)

we obtain from (5.2.57)

|α(k)|2 =
sinh2 πω+

sinhπωk sinhπω̄k
, |β(k)|2 =

sinh2 πω−
sinhπωk sinhπω̄k

(5.2.61)

After a little algebra, we obtain

|α(k)|2 − |β(k)|2 = 1 (5.2.62)

We deduce from (5.2.60) that b (b†) is an annihilation (creation) operator.
Suppose that the Universe evolves from the vacuum state |0〉 in the infinite past, where

a(k)|0〉 = 0 (5.2.63)

An inertial observer in the infinite future will define a different vacuum state |0̄〉, where

b(k)|0̄〉 = 0 (5.2.64)

For him, |0〉 is not a vacuum. To see what the (empty!) Universe looks like in the
infinite future, let us introduce the number operator

N(k) = b†(k)b(k) (5.2.65)

It counts the number of particles with momentum k. If a state has n particles with
momenta p1, . . . , pn, then

N(k)|p1, . . . , pn〉 = 2π
n∑

i=1

δ(k−pi)|p1, . . . , pn〉 , |p1, . . . , pn〉 = b†(p1) · · · b†(pn)|0̄〉
(5.2.66)
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If m of the momenta equal k (m ≤ n), then

N(k)|p1, . . . , pn〉 = 2πmδ(0)|p1, . . . , pn〉 (5.2.67)

so this is an eigenstate of N(k) with eigenvalue 2πmδ(0). For a general state |ψ〉, the
average number of particles with momentum k is given by

〈N(k)〉 ∼ 〈ψ|N(k)|ψ〉 (5.2.68)

This is not an equality because of the infinite factor δ(0). To do this properly, put the
system in a box. This will not alter the results; it will only complicate your life.
Now if |ψ〉 = |0〉 (the vacuum in the infinite past), then, using (5.2.58)

〈0|N(k)|0〉 = 〈0|b†(k)b(k)|0〉
= |β(k)|2〈0|a(k)a†(k)|0〉
= 2πδ(0)|β(k)|2 (5.2.69)

where in the last step we used (5.2.59) and (5.2.63). Therefore |β(k)|2 (eq. (5.2.61))
gives the spectrum of particles an observer in the infinite future will see. The future
Universe is hardly empty. Where did all these particles come from? Well, energy is not
conserved since there is no time translation invariance. On the other hand, do not forget
that this is hardly a closed system due to the presence of gravity. The gravitational field
also contains energy and the total energy of the gravitational field and φ may be con-
served (under a proper definition). It may even be zero. An everyday analogy is a ball
rolling down a hill - its kinetic energy keeps increasing but its potential (gravitational)
energy decreases; the sum is constant (assuming no friction) and may be set to zero.
This is arbitrary for the rolling ball, but not so for the Universe because, according to
Einstein, energy gravitates. It is an interesting issue.

5.3 The Unruh effect

5.3.1 Rindler space
A similar effect (production of particles from the vacuum) is also encountered in plain
flat Minkowski space in which

dτ2 = dt2 − d~x2 (5.3.1)

The vacuum is a concept on which all inertial observers agree, so if a stationary ob-
server (feeling no forces) sees nothing, then so does an observer moving with constant
velocity ~v with respect to the stationary observer, because the two are related by a
Lorentz transformation (boost).
It is a different ball game if ~v is changing. Then the moving observer is no longer
inertial. We shall study the simplest case of uniform acceleration. Let us choose axes so
that the accelerating observer is moving in the x-direction. To simplify the discussion,
we shall ignore the other two directions and write

dτ2 = dt2 − dx2 (5.3.2)
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We shall reinstate y and z in the next section.
How do we describe uniform acceleration? In your non-relativistic (everyday) life you
learned

x = x0 + 1
2at

2 (5.3.3)

if you start counting seconds when your speed v = 0. Then v = at which cannot
be true forever, because v < c = 1. This is reminiscent of the expression for the
kinetic energy, E = p2

2m which is modified to E2 = m2 + p2. The latter reads E =
m+ p2

2m + . . ., in the non-relativistic limit p¿ E. Similarly,

x2 = t2 +
1
a2

(5.3.4)

leads to x = 1
a + 1

2at
2 for v = at ¿ 1. To see that this leads to uniform acceleration

in the relativistic sense, parametrize

x(τ) =
1
a

cosh(aτ) , t(τ) =
1
a

sinh(aτ) (5.3.5)

The velocity is

vµ =
(
dt

dτ

dx

dτ

)
=

(
cosh(aτ) sinh(aτ)

)
(5.3.6)

which gives vµvµ = 1 showing that τ is indeed proper time, satisfying (5.3.2). The
acceleration is

aµ =
dvµ

dτ
= a

(
sinh(aτ) cosh(aτ)

)
(5.3.7)

which gives aµaµ = −a2, a constant. The trajectory is a hyperbola with asymptotes
x = ±t (the observer approaches the speed of light in the infinite past and future).
We shall pick the segment with x > 0; the other segment leads to equivalent results.
The two asymptotes x = ±t divide Minkowski space into four regions which may be
conveniently described in terms of the light-cone coordinates

x± = x± t (5.3.8)

as
Region x+ x−

I + +
II + −
III − +
IV − −

The line element (5.3.1) in these coordinates is

dτ2 = −dx+dx− (5.3.9)

To describe the world in a language the accelerating observer will use, we need to define
appropriate coordinates. One coordinate should be proper time which parametrizes the
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hyperbola. Different values of the acceleration will lead to different hyperbolae. These
hyperbolae will define one set of coordinate axes. The other set is conveniently chosen
as the straight lines through the origin. This is similar to the Euclidean plane which
may be described in terms of Cartesian (x, y) or polar (r, θ) coordinates. The line
element is given by (5.1.8). Lines of constant r2 = x2 +y2 are circles whereas lines of
constant θ are straight lines through the origin. We may introduce “polar coordinates”
in our Minkowski space by defining

x =
1
a
ρ cosh(aη) , t =

1
a
ρ sinh(aη) (ρ > 0 , −∞ < η < +∞) (5.3.10)

Proper time (5.3.1) reads

dτ2 = − 1
a2
dρ2 + ρ2dη2 (5.3.11)

where η (ρ) is timelike (spacelike). This is Rindler space. It is just region I of Minkowski
space parametrized differently. Constant ρ curves are hyperbolae, x2 − t2 = ρ2/a2,
and constant η curves are straight lines through the origin, t/x = tanh(aη).
It is also convenient to rewrite the metric as

dτ2 = e2aξ(dη2 − dξ2) , ξ =
1
a

ln ρ (5.3.12)

and in terms of the light-cone coordinates

ξ± = ξ ± η =
1
a

ln(ax±) (5.3.13)

as
dτ2 = −ea(ξ++ξ−)dξ+dξ− (5.3.14)

Now consider a massless scalar field φ. According to the inertial observer, φ satisfies
the Klein-Gordon equation

∂2
t φ− ∂2

xφ = 0 (5.3.15)

which admits positive-energy plane-wave solutions

uk(x, t) =
1√
2ω
e−i(ωt−kx) , ω = |k| (5.3.16)

where I included the standard convenient normalization factor. Negative-energy solu-
tions are u∗k. If k > 0, we have a right-moving (positive-energy) wave,

uk(x, t) =
1√
2ω
eiωx− (5.3.17)

whereas if k < 0, we have a left-moving wave,

uk(x, t) =
1√
2ω
e−iωx+ (5.3.18)

The former is an analytic function of x− and bounded in the upper-half x−-plane:

|eiωx− | = e−ω=x− ≤ 1 , =x− ≥ 0 (5.3.19)
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The latter is an analytic function of x+ and bounded in the lower-half x+-plane:

|e−iωx+ | = eω=x+ ≤ 1 , =x+ ≤ 0 (5.3.20)

The significance of this observation will be seen shortly.
The general solution of the wave equation may be expanded as

φ =
∫

dk

2π
(
a(k)uk + a†(k)u∗k

)
(5.3.21)

Upon quantization, a(k) (a†(k)) becomes an annihilation (creation) operator. The vac-
uum state for the inertial observer is defined, as usual, by

a(k)|0〉 = 0 (5.3.22)

Turning to the Rindler (accelerating) observer, the wave equation is deduced from the
metric (5.3.12),

∂2
ηφ− ∂2

ξφ = 0 (5.3.23)

which is of the same form as the wave equation for the inertial observer (5.3.15) but
with a crucial difference: unlike (t, x), (η, ξ) only cover region I which is 1/4 of
Minkowski space. The Rindler wave equation leads to positive-energy solutions

ūk(η, ξ) =
1√
2ω
e−i(ωη−kξ) , ω = |k| (5.3.24)

and negative-energy solutions v∗k in region I. Again, we distinguish between right-
moving waves (k > 0),

ūk(η, ξ) =
1√
2ω
eiωξ− (5.3.25)

and left-moving waves (k < 0),

ūk(η, ξ) =
1√
2ω
e−iωξ+ (5.3.26)

These plane waves may be analytically continued beyond region I by expressing ξ± in
terms of the Minkowski light-cone coordinates x± (5.3.13). We have

e∓iωξ± = (ax±)∓iω/a , x± > 0 (5.3.27)

Thus, eiωξ− may be analytically continued into region II where x− < 0, but not into
III and IV, where x+ < 0 and this wave has no dependence on x+.
Similarly, e−iωξ+ may be analytically continued into region III where x+ < 0, but not
into II and IV, where x− < 0.
It follows that there is no solution that can be continued into region IV. Plane waves
with support in region I vanish in region IV. Therefore, these plane waves do not form
a complete set of solutions. To find the missing set, we may simply reverse the sign of
(t, x) → (−t,−x) and repeat the above discussion. This interchanges regions I ↔ IV
and II ↔ III.
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We obtain two sets of modes (positive-energy solutions). One set is the analytic con-
tinuation of (5.3.24),

ū
(1)
k =

{ 1√
2ω
e−i(ωη−kξ) , in region I

0 , in region IV
(5.3.28)

the other set has support in region IV,

ū
(2)
k =

{
0 , in region I

1√
2ω
ei(ωη−kξ) , in region IV (5.3.29)

where in both cases ω = |k|. Notice that the positive-energy wave with support in
region IV contains a factor eiωη instead of e−iωη . This is because after flipping the
sign t → −t, the time coordinate η (defined through (5.3.10)) points toward the past
in region IV. It should also be pointed out that the coordinates (η, ξ) in region IV are
distinct from their counterparts in region I. I used the same notation in the two regions
for economy, at the risk of confusing you.
We may now expand the general solution of the Rindler wave equation as

φ =
∫

dk

2π

(
b(1)(k)ū(1)

k + b(2)(k)ū(2)
k + b(1)†(k)ū(1)∗

k + b(2)†(k)ū(2)∗
k

)
(5.3.30)

Upon quantization, b(r)(k) (b(r)†(k)) become annihilation (creation) operators (r =
1, 2). The vacuum state of the Rindler observer is defined by

b(r)(k)|0̄〉 = 0 , r = 1, 2 (5.3.31)

It is really awkward to derive the Bogoliubov transformation relating the Rindler modes
b(r) (r = 1, 2) to the creation and annihilation operators, a, a† (5.3.21), of the inertial
observer. To avoid hard labor, we shall follow an argument due to Unruh.
Consider the right-moving waves first. As we have already discussed, the solution (5.3.28)
with support in region I is extended to region II taking the form (5.3.27), i.e., for k > 0,

ū
(1)
k =

{ 1√
2ω

(ax−)iω/a , in regions I, II
0 , in regions III, IV

(5.3.32)

Similarly, the solution (5.3.29) with support in region IV is extended to region III. After
taking its complex conjugate, we obtain

ū
(2)∗
k =

{
0 , in regions I, II

1√
2ω

(−ax−)iω/a , in regions III, IV (5.3.33)

The factor (−)iω/a is ambiguous. To define it, we shall place the branch cut in the
lower-half x−-plane so that the function remains analytic in the upper-half plane. We
have x− < 0 in region IV, so by our demand its argument must be π, i.e.,

x− = (−x−)eiπ ⇒ −x− = x−e−iπ (5.3.34)
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and similarly in region III. We obtain

ū
(2)∗
k =

{
0 , in regions I, II

1√
2ω
eωπ/a(ax−)iω/a , in regions III, IV (5.3.35)

It follows that the solution

U
(1)
k = ū

(1)
k + e−ωπ/aū(2)∗

k =
1√
2ω

(ax−)iω/a (5.3.36)

in the entire Minkowski space (all four regions). This is an analytic function which is
bounded in the upper-half plane. Indeed,

|(ax−)iω/a| = e−(ω/a) arg x− ≤ 1 (5.3.37)

because 0 ≤ arg x− ≤ π in the upper-half plane having placed the branch cut in the
lower-half plane. This property is shared with the k > 0 modes of the Minkowski
space (5.3.17) as we have already shown. It follows that these solutions form just as
good a set as the plane-wave solutions uk for the inertial observer. Uk may be expanded
in terms of uk. Thus, Uk form a set of positive-energy solutions of the Minkowski wave
equation (with k > 0).
Similarly, we obtain

U
(2)
k = ū

(2)
k + e−ωπ/aū(1)∗

k =
1√
2ω

(ax+)−iω/a (5.3.38)

in the entire Minkowski space. These also form a set of positive-energy solutions of
the Minkowski wave equation (with k < 0).
Therefore, the inertial observer may expand a general solution as

φ =
∫

dk

2π

(
C(1)(k)U (1)

k + C(2)(k)U (2)
k + C(1)†(k)U (1)∗

k + C(2)†(k)U (2)∗
k

)

(5.3.39)
instead of (5.3.21). The vacuum state of the inertial observer defined by (5.3.22) may
also be defined by

C(r)(k)|0〉 = 0 , r = 1, 2 (5.3.40)

The two definitions (5.3.22) and (5.3.40) are equivalent.
We may easily relate these modes to those of the Rindler observer (5.3.30) by us-
ing (5.3.36) and (5.3.38). We obtain

b(1)(k) = C(1)(k) + e−πω/aC(2)†(k) , b(2)(k) = C(2)(k) + e−πω/aC(1)†(k)
(5.3.41)

The C-modes are not properly normalized. From the commutation relations

[b(r)(k), b(s)†(k′)] = δrs(2π)δ(k − k′) (5.3.42)

we deduce

[C(r)(k), C(s)†(k′)] =
eπω/a

2 sinh(πω/a)
δrs(2π)δ(k − k′) (5.3.43)
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For creation and annihilation operators, define

c(r)(k) = e−πω/2a
√

2 sinh(πω/a) C(r)(k) (5.3.44)

Then
[c(r)(k), c(s)†(k′)] = δrs(2π)δ(k − k′) (5.3.45)

The Rindler modes may be written as

b(1)(k) =
1√

2 sinh(πω/a)

{
eπω/2ac(1)(k) + e−πω/2ac(2)†(k)

}

b(2)(k) =
1√

2 sinh(πω/a)

{
eπω/2ac(2)(k) + e−πω/2ac(1)†(k)

}
(5.3.46)

This is the Bogoliubov transformation relating Rindler and inertial observer modes.
Now suppose the system is in the vacuum state of Minkowski space |0〉. The number
operator for the Rindler observer is

N(k) = b(1)†(k)b(1)(k) (5.3.47)

since b(2)† excites modes which vanish in region I and are therefore not accessible to
the Rindler observer whose trajectory is in region I. Using the Bogoliubov transforma-
tion (5.3.46) and the definition (5.3.40) of the vacuum state, we obtain the expectation
value of the number operator

〈0|N(k)|0〉 =
e−πω/a

2 sinh(πω/a)
〈0|c(2)(k)c(2)†(k)|0〉

=
1

e2πω/a − 1
(2π)δ(0) (5.3.48)

which is a blackbody spectrum (recall the Planck factor (e~ω/kBT − 1)−1) of tempera-
ture

T =
~a

2πckB
(5.3.49)

where I restored the physical constants for an expression in degrees Kelvin. Thus, the
Rindler observer is traveling through a thermal bath. Somehow she got hot feeling
friction from the vacuum!
This is puzzling at first sight, because the inertial observer still thinks that 〈0|Tµν |0〉 =
0, so who supplied the energy for all these particles in the thermal bath to be created?
Moreover, the inertial observer should see no particles since he is in the vacuum. But
if the Rindler detector beeps, how can the inertial observer disagree? It either beeps or
it doesn’t! To answer these questions, let us take a closer look at the Rindler detector.

5.3.2 The detector
Consider a detector traveling along the trajectory xµ(τ) (not necessarily Rindler) in the
Minkowski vacuum |0〉. To detect a particle, it must couple to the field φ. Suppose that
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the interaction is linear.4 When the detector sees something, it gets excited and there is
a transition in the surrounding field |0〉 → |ψ〉. The amplitude for this transition is

A(τ) ∼ 〈ψ|φ(x(τ))|0〉 (5.3.50)

where the constant of proportionality depends on the details of the detector. Suppose
that the detector gets switched on and off adiabatically at times±T/2 where T is large.
By fourier transforming, we obtain the amplitude for the detector to see a particle of
frequency ω and at the same time for the field to transition |0〉 → |ψ〉,

Ã(ω) ∼
∫ T/2

−T/2
eiωτA(τ) (5.3.51)

The total probability per unit time for the detector to see a particle of frequency ω is

P (ω)
T

∼ F(ω) =
1
T

∑

ψ

|Ã(ω)|2 (5.3.52)

where F(ω) is the detector response function and we are interested in the large-T limit
(T →∞). Using the completeness of the states |ψ〉, we obtain

F(ω) =
1
T

∫ T/2

−T/2
dτ

∫ T/2

−T/2
dτ ′e−iω(τ−τ ′)D(x(τ), x(τ ′)) (5.3.53)

where D(x, y) is the propagator (1.4.4). If D depends on the time difference τ − τ ′

only (as is often the case), then in the limit T →∞, we obtain

F(ω) =
∫ ∞

−∞
dte−iωtD(t) , D(t) = D(x(τ + t), x(τ)) (5.3.54)

Let us calculate this for a Rindler detector. To simplify the discussion earlier, we
ignored the two directions transverse to the Rindler trajectory. It is now time to reinstate
them and work in four dimensions. For a massless scalar field in four dimensions, the
propagator is given by (5.2.23). For the Rindler trajectory (5.3.5),

x0(τ) =
1
a

sinh(aτ) , x1(τ) =
1
a

cosh(aτ) , x2(τ) = x3(τ) = 0 (5.3.55)

we obtain after some algebra,

(x(τ)− x(τ ′))2 =
4
a2

sinh2 a(τ − τ ′)
2

(5.3.56)

therefore

D(t) ≡ D(x(τ + t), x(τ))

= − 1
4π2(x(τ + t)− x(τ))2

= − a2

16π2 sinh2(at/2)
(5.3.57)

4Such is the case if the field is the vector potential Aµ. Then the interaction Hamiltonian is ∼ AµJµ,
where Jµ is the current representing the detector.
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Its fourier transform is the detector response function (5.3.54). To perform the requisite
integral, notice that the propagator has poles along the imaginary t-axis located at
t = −2πin/a (n ∈ Z). Near a pole the propagator behaves as

D(t) ∼ − 1
4π2(t+ 2πi/a)2

, t→ −2πin/a (n ∈ Z) (5.3.58)

which is of the same form as the massless propagator (5.2.23). We deduce

D(t) = − 1
4π2

∞∑
n=−∞

1
(t+ 2πin/a)2

(5.3.59)

We may now use contour integration to calculate the fourier transform. Due to the
e−iωt factor in (5.3.54), we ought to close the contour in the lower-half plane (=t < 0).
Then only the poles with n > 0 contribute.5 Using

∮

C

dt

2πi
e−iωt

(t+ 2πin/a)2
= −iω e−2πnω/a (5.3.60)

for a contour C surrounding the pole t = −2πi/a, we obtain

F(ω) =
ω

2π

∞∑
n=1

e−2πnω/a =
ω

2π
1

e2πω/a − 1
(5.3.61)

Once again (cf. eq. (5.3.48)), we obtain a Planckian distribution with temperature T =
a
2π (eq. (5.3.49)).
Having understood the response of the Rindler detector, we are now in a position to
address the questions that remained unanswered at the end of the previous section. Ac-
cording to the inertial observer, the Rindler observer is accelerating, therefore she is
emitting radiation. If φ is part of the vector potential, then this is the known effect
of electromagnetic radiation by an accelerating charge. Whoever is accelerating the
Rindler observer and her detector is supplying the energy for the emission of these par-
ticles (radiation). Part of this energy goes to the detector which also absorbs particles
(so yes, it beeps) and gets excited (possibly through atomic transitions). The Rindler
observer is oblivious to all these nuances relevant to the inertial observer and only sees
the net effect which is a thermal bath of particles.
We would like to understand the origin of these thermal effects a little better including
the intriguing emergence of poles along the imaginary time axis (eq. (5.3.58)) which
appear to be responsible for a physical effect: the response of the detector.
5.3.3 Thermodynamics

5The n = 0 pole at t = 0 looks tricky because it lies on the real axis, but recall that the expression
for the massless propagator makes sense only for t − iε (ε > 0) so the n = 0 pole is at t = iε, slightly
above the real axis and does not contribute. There is actually a good physical reason for that: The n = 0
term corresponds to the Minkowski propagator. For the inertial observer, the system is in the vacuum state
which contains no particles. Therefore, the detector response function ought to vanish for him. The t − iε
prescription ensures that it does.
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We start with a (short) review of thermodynamics. It is curious that thermodynamics
provides an appropriate description of the systems we have been discussing because
finite temperature is associated with lack of information about the state of the system.
How did we lose information? It seems that once gravity is included, this occurs in-
evitably. The ultimate quantum theory of gravity will probably have a deep connection
with thermodynamics. At the moment, we can only glimpse that connection.
Consider a system with conserved Hamiltonian H and number operator N . Assuming
H and N commute with each other, [H,N ] = 0, they can be simultaneously diago-
nalized. Let |ψi〉 form a complete set of normalized states which are eigenfunctions of
both H and N ,

H|ψi〉 = Ei|ψi〉 , N |ψi〉 = Ni|ψi〉 , 〈ψi|ψi〉 = 1 (5.3.62)

EXAMPLE: The Klein-Gordon field in Minkowski space has (eq. (1.3.24))

H =
∫

d3k

(2π)3
ωka

†(~k)a(~k) , N =
∫

d3k

(2π)3
a†(~k)a(~k) (5.3.63)

Their common eigenstates are the N -particle states (1.3.47) with energy eigenvalue
given by (1.3.49) and number eigenvalue N .
If the system is in a thermal bath of temperature T and chemical potential µ, the prob-
ability that the system will be in the state |ψi〉 is

pi =
1
Z e

−(Ei−µNi)/T (5.3.64)

where
Z =

∑

i

e−(Ei−µNi)/T = e−Ω/T (5.3.65)

is the grand partition function of the system and Ω is the corresponding thermodynam-
ical potential (Gibbs free energy). Evidently,

∑

i

pi = 1 (5.3.66)

Let us introduce the density matrix

ρ =
1
Z e

−(H−µN)/T , Z = tr e−(H−µN)/T (5.3.67)

satisfying trρ = 1 (the equivalent of (5.3.66)). Its eigenfunctions are the states |ψi〉,
ρ|ψi〉 = pi|ψi〉 (5.3.68)

For an operator O, its average value in the state |ψi〉 is

〈O〉i = 〈ψi|O|ψi〉 (5.3.69)

The ensemble average is

〈O〉T,µ =
∑

i

pi〈O〉i = tr(ρO) (5.3.70)
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An important example of an operator is the product φ(x)φ(y) whose ensemble average
is the thermal propagator

DT,µ(x, y) ≡ 〈φ(x)φ(y)〉T,µ = tr(ρφ(x)φ(y)) (5.3.71)

From now on we shall set the chemical potential

µ = 0 (5.3.72)

to simplify the discussion. The ensemble average (5.3.70) reduces to the vacuum ex-
pectation value 〈0|O|0〉 in the zero-temperature limit (T → 0). Indeed, let E0 be the
vacuum energy (H|0〉 = E0|0〉). Then we have

〈O〉T =
∑
i e
−(Ei−E0)/T 〈O〉i∑
i e
−(Ei−E0)/T

(5.3.73)

As T → 0, all factors e−(Ei−E0)/T → 0 since Ei ≥ E0, except Ei = E0. It follows
that in this limit only one term survives in the series: the vacuum contribution,

lim
T→0

〈O〉T = 〈0|O|0〉 (5.3.74)

Thus we recover the field theory we have been studying as the zero-temperature limit
of a thermodynamical system. In particular, the thermal propagator (5.3.71) reduces to
the standard propagator (1.4.4) as T → 0. To find an explicit expression for the thermal
propagator, start with

DT (x, y) =
tr

{
e−H/Tφ(x)φ(y)

}

tr e−H/T
(5.3.75)

The operator e−H/T is similar to the evolution operator eiHt (eq. (1.3.29)) except it
shifts time by an imaginary amount,

e−H/Tφ(~x, x0)eH/T = φ(~x, x0 + i/T ) (5.3.76)

Commuting e−H/T through φ(x) and using the cyclic property of the trace (tr(AB) =
tr(BA)), we obtain

DT (~x, x0; ~y, y0) = DT (~y, y0; ~x, x0 + i/T ) (5.3.77)

where I separated space from time in the arguments of the propagator. It follows that
the symmetrized propagator,

D
(S)
T (x, y) = DT (x, y) +DT (y, x) = 〈{φ(x), φ(y)}〉T (5.3.78)

is periodic in time with imaginary period i/T ,

D
(S)
T (~x, x0; ~y, y0) = D

(S)
T (~x, x0 + i/T ; ~y, y0) (5.3.79)

The 3 properties of the thermal propagator:
(a) periodicity
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(b) it satisfies the wave equation (since φ does)

(c) it reduces to the symmetrized propagator

D(S)(x, y) = D(x, y) +D(y, x) = 〈0|{φ(x), φ(y)}|0〉 (5.3.80)

in the limit T → 0

uniquely define it. An explicit expression is not hard to find by thinking of the prop-
agator as a potential due to a unit charge. To satisfy the periodic boundary conditions
we need to add an infinite series of images. We obtain

D
(S)
T (x, y) =

∞∑
n=−∞

D(S)(~x, x0 + ni/T ; ~y, y0) (5.3.81)

This expression satisfies all 3 conditions (a)-(c).
In the massless case, using (5.2.23), we obtain

D(S)(x, y) = − 1
2π2(x− y)2

(5.3.82)

For an inertial observer in his rest frame, x0 = τ , ~x = ~0, so

D(S) = − 1
2π2(τ − τ ′)2

(5.3.83)

The corresponding thermal propagator is

D
(S)
T = − 1

2π2

∞∑
n=−∞

1
(τ − τ ′ + ni/T )2

(5.3.84)

Remarkably, this expression agrees with the Rindler propagator (5.3.59) 6 if T = a
2π ,

which is the Rindler temperature (5.3.49). The latter was found by plugging the
Rindler trajectory (5.3.55) into the massless (zero-temperature) propagator (5.2.23)
whereas (5.3.84) is the thermal propagator for the trajectory of an inertial observer.

5.3.4 Energy density
Let us also calculate the difference of the two vacuum energy densities (an observable)

∆ρ = 〈0̄|T00|0̄〉 − 〈0|T00|0〉 (5.3.85)

where |0〉 (|0̄〉) is the vacuum state of the inertial (Rindler) observer. T00 is the Hamil-
tonian density (1.2.37) with m = 0,

T00 = 1
2 (∂0φ)2 + 1

2 (~∇φ)2 (5.3.86)

6The factor of 2 discrepancy is due to symmetrization.
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To calculate its vacuum expectation value, we split the arguments. Then

〈0|T00|0〉 = − 1
4 (∂2

0 +∇2)D(S)(x− y) (5.3.87)

given in terms of the symmetrized propagator (5.3.82) and the limit y → x is under-
stood. The propagator satisfies the Klein-Gordon eq. (1.2.33) with m = 0, because φ
does. It follows that

〈0|T00|0〉 = − 1
2∂

2
0D

(S)(x− y) (5.3.88)

Since only time derivatives appear, we may already take the limit ~y → ~x and write

〈0|T00|0〉 =
1

4π2
∂2
0

1
t2

, t = x0 − y0 (5.3.89)

The Rindler contribution is obtained by using the thermal propagator (5.3.84), instead.
We obtain similarly

〈0̄|T00|0̄〉 =
1

4π2
∂2
0

∞∑
n=−∞

1
(t+ ni/T )2

(5.3.90)

The derivatives are straightforward. After subtracting the two expressions and taking
the limit t→ 0, we obtain

∆ρ =
3T 4

2π2

∑

n6=0

1
n4

=
π2

30
T 4 (5.3.91)

where I used (5.2.35). Notice ρ ∝ T 4, as expected for a gas of massless particles (e.g.,
electromagnetic radiation).
The same result holds for a conformal field (eq. (5.2.16) with ξ = 1

6 ). For a photon gas,
we simply need to double the result because the photon has two degrees of freedom,

ρem =
π2

15
(kBT )4

(c~)3
(5.3.92)

where I restored all the physical constants. This agrees with standard results from
statistical mechanics.

5.4 The Universe

5.4.1 Scalars
Earlier we considered an expanding Universe that started and ended its life as flat
Minkowski space. In its lifetime, galaxies flew apart, so the two Minkowski spaces
did not coincide. Let us now consider models which are closer to reality. The metric is
given by (5.1.11),

dτ2 = dT2 − a2(T)d~x2 , d~x2 = dx2 + dy2 + dz2 (5.4.1)

T is the time of our clocks, but I’ll use t for the time parameter defined by

dT
dt

= a(T) ⇒ t =
∫

dT
a(T)

(5.4.2)
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In terms of t,
dτ2 = a2(dt2 − d~x2) , gµν = a2ηµν (5.4.3)

The metric is conformally equivalent to the Minkowski metric ηµν , so t is called
conformal time. We also have

√
| det gµν | = a4 (5.4.4)

and the Ricci scalar (5.1.54) is found to be

R =
6ä
a3

, ȧ ≡ da

dt
(5.4.5)

The wave eq. (5.2.5) reads

1
a4
∂t(a2∂tφ)− 1

a2
∇2φ+

(
m2 + 6ξ

ä

a3

)
φ = 0 (5.4.6)

To solve it, we shall separate arguments thusly,

φ = ei
~k·~x 1

a
T (t) (5.4.7)

We obtain

T̈ +
{
~k2 +m2a2 + (6ξ − 1)

ä

a

}
T = 0 (5.4.8)

For a conformal field (m = 0, ξ = 1
6 (5.2.15), so that the stress-energy tensor is

traceless), we obtain the positive-energy solution T = e−iωkt, where ωk = |~k|, so
the positive-energy solutions of the wave equation (5.4.6) with the usual normalization
factor are

ūk(t, ~x) =
1√
2ωk

1
a
e−i(ωkt−~k·~x) , ωk = |~k| (5.4.9)

This is not exactly a plane wave because of the time-dependent 1/a factor and, perhaps
more importantly, it is not in a language that we would use, since t is not our time; T
is. Notice that I named these plane waves ūk in analogy with the wavefunctions of the
Rindler observer (5.3.24) who also used a conformal time, η (5.3.12). This analogy
will be made more precise in the next section.
5.4.2 The Milne Universe
To do an explicit calculation, suppose a is linear in our time T (Milne Universe),

a(T) = HT (5.4.10)

This captures the essential features of our Universe, in which a ∼ Tp, for some p. The
parameter H is the Hubble constant. Notice that as T → 0, a → 0, so T = 0 is a
singularity (the Big Bang!). To avoid it, let T > 0. T = 0 is when the Universe is
born. This means that we have no idea what came before T = 0. In fact, this may be
a meaningless question, because time probably loses its meaning near the singularity
due to quantum effects.
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To avoid doing any extra work, let us also get rid of two of the spatial dimensions (say,
y and z) and write

dτ2 = dT2 −H2T2dx2 (5.4.11)

This is eerily similar to the Rindler metric (5.3.11) with an important twist: the signs
are wrong! This implies that we may use the conclusions we reached in the Rindler
case if we are careful with the interpretation and interchange space and time.
We may define Minkowski coordinates (cf. eq. (5.3.10)),

y0 = T cosh(Hx) , y1 = T sinh(Hx) (5.4.12)

in terms of which proper time reads

dτ2 = (dy0)2 − (dy1)2 (5.4.13)

showing that this Universe is part of a larger Minkowski space. The coordinates (T, x)
cover what we called region II in the Rindler case. In terms of conformal time (5.4.2),
we have

T =
1
H
eHt , a = eHt (5.4.14)

where we chose the arbitrary integration constant conveniently. The metric reads

dτ2 = e2Ht(dt2 − dx2) (5.4.15)

showing that (t, x) play the rôle of (ξ, η) in the Rindler case (cf. eq. (5.3.12)).
The trajectory of a Rindler (accelerated) observer was a ξ =const. curve (hyperbola).
This translates to t =const., or equivalently, T =const., so the hyperbolae are snap-
shots of the Universe.
The η =const. lines (straight lines through the origin) are now x =const. lines, there-
fore they represent the worldlines of galaxies. They are straight lines

y1

y0
= tanh(Hx) (5.4.16)

through the origin.
At fixed time T, distance in the Universe is measured by

ds2 = −dτ2 = H2T2dx2 (5.4.17)

where we used (5.4.11), so the distance between galaxies is ∆s = HT∆x, increasing
with time. In terms of s = HTx, we may write the Minkowski coordinates (5.4.12) as

y0 = T cosh
s

T
, y1 = T sinh

s

T
(5.4.18)

Upon comparison with (5.3.5), it follows that 1/T plays the rôle of the acceleration of
the Rindler observer. Thus, the coordinates (t, x) are associated with a thermal bath of
temperature (cf. eq. (5.3.49))

T =
~

2πkBT
(5.4.19)
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As this Universe expands, it is cooling down with temperature inversely proportional
to time. This bath is experienced by the inertial observers (galactic detectors which
are at fixed x and therefore move along straight lines (5.4.16) in Minkowski space)
if the Universe is in the vacuum state |0〉 associated with the Minkowski coordinates
(y0, y1). The vacuum of the inertial observers |0̄〉 is analogous to the Rindler vacuum.
The energy density is found as before (eq. (5.3.91)),

ρ = −π
2

30
(kBT )4

(c~)3
= − ~

480π2c3T4
(5.4.20)

This is a four-dimensional result. In two dimensions, we obtain ρ ∝ 1/T2. This
negative energy consists of spurious particles. One ought to rethink the definition of a
particle.
Which vacuum state is “preferred”? One may argue that the Minkowski vacuum |0〉 is
special because all inertial observers in Minkowski space agree on its definition (being
connected to each other via Lorentz transformations). That may be so, but the Milne
Universe can be embedded in a Minkowski space only in two dimensions. In four
dimensions or for a more realistic metric no such embedding is possible.
In a curved space inertial observers are freely falling observers. 7 Unfortunately, they
are not connected with each other with Lorentz transformations (hence the curvature),
so it is hard to justify promoting their vacuum state (which changes depending on who
you ask) to a “preferred” status.
5.4.3 The conformal vacuum
In the general case, the vacuum corresponding to our coordinates (T, ~x) (galactic de-
tector) is hard to define. One resorts to an adiabatic approximation, hence its name:
adiabatic vacuum.
On the other hand, the vacuum state correspoding to conformal time, |0̄〉 (conformal vacuum),
is much easier to define and plays a special rôle. Indeed, in the conformal case, the
positive-energy solutions of the wave equation (5.4.8) are given by (5.4.9). A general
field may be expanded, as usual,

φ(~x, t) =
∫

d3k

(2π)3
(
b(~k)uk(~x, t) + b†(~k)u∗k(~x, t)

)
(5.4.21)

This expression is valid throught the history of the Universe! This implies that anni-
hilation and creation operators never rotate into each other via a Bogoliubov transfor-
mation, so the conformal vacuum |0̄〉 always remains the vacuum and no particles are
ever produced.
On the other hand, t is not our time; we use T. For us, |0̄〉 doesn’t necessarily represent
a vacuum state and we are likely to see particle production due to a Bogoliubov trans-
formation. To see that this is indeed the case, let us calculate the response function of
a galactic detector. We need the propagator

D̄(~x, t; ~y, t′) = 〈0̄|φ(~x, t)φ(~y, t′)|0̄〉 (5.4.22)
7E.g., on a satellite orbiting the earth. One feels no forces, no energy is needed to keep the satellite in

orbit and Newton’s laws obviously hold: throw a ball in any direction and it will keep moving along a straight
line with constant velocity.
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Using the expansion (5.4.21), we deduce

D̄(~x, t; ~y, t′) =
1

a(t)a(t′)

∫
d3k

(2π)32ωk
e−i(ωk(t−t′)−~k·(~x−~y)) (5.4.23)

given in terms of the Minkowski propagator (1.4.4). Using the explicit expression (5.2.23)
in the massless case, we obtain

D̄(~x, t; ~y, t′) = − 1
4π2a(t)a(t′)[(t− t′ − iε)2 − (~x− ~y)2]

(5.4.24)

The response function (5.3.53) is

F(ω) ∼
∫
dT

∫
dT′e−iω(T−T′)D̄(~x, t; ~y, t′) (5.4.25)

where ~x = ~y (galaxies are at ~x =const.). Using the explicit expression (5.4.24), we
obtain

F(ω) ∼ − 1
4π2

∫
dt

∫
dt′
e−iω

R t
t′ dt

′′a(t′′)

(t− t′ − iε)2
(5.4.26)

where we also used (5.4.2) to express T in terms of t.
In Minkowski space (a = 1), F = 0, as expected.8 In general, F 6= 0 and a galactic
detector detects particles in the conformal vacuum.
In the more general (non-conformal) case, the wave eq. (5.4.8),

T̈ + (~k2 +M2)T = 0 , M2(t) = m2a2 + (6ξ − 1)
ä

a
(5.4.27)

may be solved approximately. Notice that it is possible for M2 < 0, if, e.g., m =
0, ξ = 0 and ä > 0 (which is the case in our Universe). Then we have tachyons!
This signals an instability. The harmonic oscillator potential has a maximum at zero
(unstable equilibrium). If the Hamiltonian is bounded from below (as it ought to in a
physical system), then there must be minima of the potential where equilibrium will
be stable. These minima correspond to lower energy levels. The Universe will want
to roll from the symmetric point (local maximum) down to one of those minima. This
leads to symmetry breaking!

5.5 The Hawking effect

5.5.1 Schwarzschild black hole

5.5.2 Vacuum states

5.5.3 Entropy

8To see this, note that the pole is at t− t′ = iε in the upper-half complex plane whereas the contour is in
the lower-half plane (due to the e−iω(t−t′) factor).


